








Figure G.11: Results of the treatment optimization for patient #32. Four hypothetical relationships between
IFNa toxicity and the dose are studied: linear (at the top), convex (second line), concave (third line), and
composite (at the bottom). For each of them, three therapeutic strategies - constant on the left, periodic on the
middle, and decreasing on the right - are optimized to minimize M (7) (denoted by M on the figures), which is
the toxicity-related amount of IFNa administered from T' (vertical dashed line) to the treatment interruption
time 7 (when the weekly dose of interferon - represented in beige - drops to zero). The dynamics of the VAF
among mature cells (black line), the heterozygous CF among progenitors (green line), the homozygous CF
among progenitors (blue line), and the VAF among HSCs (red dotted line) will differ for ¢ T according to
how the doses vary (depending on the considered therapeutic strategy and its parameter values). After the
treatment interruption, only the dynamics of the VAF among HSCs is computed (and displayed), according
to equation (D.3). All graphs are displayed until 90 years old, the age above which the VAF among HSCs
should not exceed 7.5%, as explained in 8D. M values are only comparable for a given dose-toxicity relation;
the lower, the better.

If the actual dose-toxicity relation were linear, the constant strategy would be optimal for d = 135ug/week
(with the associated age of treatment interruption 7 = 61 years and an optimal value of M (7) = 3764), the
periodic strategy would be optimal for d = 153ug/week and L = 22 months, and the decreasing one for
d = 144pug/week, L = 2 years, and A = 0.95. Among these three strategies, the constant one is the best.

If the actual dose-toxicity relation were convex, the constant strategy would be optimal for d = 86ug/week,
the periodic strategy would be optimal for d = 90ug/week and L = 23 months, and the decreasing one for
d = 100ug/week, L = 2 years, and A = 0.95. Among these three strategies, the constant one is the best.

If the actual dose-toxicity relation were concave, the constant strategy would be optimal for d = 180ug/week,
the periodic strategy would be optimal for d = 180ug/week and L = 20 months, and the decreasing one for
d = 180ug/week, L = 2 years, and A\ = 0.95. Among these three strategies, the constant one is the best.

If the actual dose-toxicity relation were composite, the constant strategy would be optimal for d = 126ug/week,
the periodic strategy would be optimal for d = 137ug/week and L = 2 years, and the decreasing one for

d = 133pug/week, L = 2 years, and A = 0.95. Among these three strategies, the constant one is the best.

43



G.3 Experimental Design

Our capacity to recommend good therapeutic strategies to clinicians depends on our capacity to cor-
rectly infer the model parameters of new patients, from only minimal observations. We showed in
section G.1 that two observations of the clonal architecture and several VAF measurements before
600 days were sufficient to get accurate predictions. But we also illustrated with patient #32 that
the quality of the predictions could highly depend on when the clonal architecture is measured (Sec-
tion G.1.4). In this section, we aim to investigate whether the choice of the timing for measuring
the heterozygous and homozygous CF could be rationalized. We apply the method we described in
section F, and present first the results we get for patient #12, then the results for patients #18 and #32.

We consider T' = 600 days. Using the clinical observations of patient #12 before that time (7

VAF observations, two clonal architectures: one at ¢t = 0, the second one at ¢ = 287) and the prior
knowledge obtained from the 18 remaining patients, we estimated the posterior distribution of the
model parameters and showed that we could make good predictions (section G.1.1).
We now consider that the actual parameter vector is the one having been estimated (mean of the
posterior distribution). From it, we get the theoretical dynamics of the VAF and the heterozygous
and homozygous CF over [0, 600] days (solid lines on the top of Fig. G.12). We simulate 600 different
synthetic datasets Dr,,_ . All of them have in common 7 VAF values (pseudo-observations) - obtained
from the theoretical values by adding some noise - and the CF (pseudo-observation) at the initial time.
All of them differ in the time point Tpps of the second CF (pseudo-observation). For each value of
Tops € {1,2,---,600}, we estimate the parameter vector that maximizes the posterior density function,
and infer the associated CF dynamics. We can then evaluate the error between the estimated and the
theoretical CF dynamics, and find for which Typs the error is minimal. Results for patient #12 are
presented in Fig. G.12. For them, we find that the pseudo-observation time that would result in the
most accurate parameter estimation is T,5s = 100 days, that is, about three months after the start of
the therapy. This observation time corresponds to when the theoretical VAF and CF for patient #12
are maximal over [0,600], and also when there is a dose increase. However, when applying the same
methods with patients #18 and #32, we find that it would be better to observe the clonal architecture
later, at 476 days after the start of the therapy for patient #18 (Fig. G.13), when, for patient #32, the
error between the theoretical and inferred CF is continuously decreasing when increasing the pseudo-
observation time (Fig. G.14. ) We are therefore unable to identify a common trend from the study of
these three patients and only show that there would be better timings than others, which would be
potentially patient-dependent.
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Figure G.12: Optimal experimental design for patient #12. From the theoretical VAF dynamics (solid black
line) of patient #12, we simulate noisy VAF pseudo-observations (black square). From the theoretical dynamics
of the heterozygous (solid green line) and homozygous (solid blue line), we consider that we observe (pseudo-
observations) the CF at the initial time and also at an additional observation time T,s. In the bottom (purple
line), we show the error between the theoretical and the inferred CF (L1-norm) according to the choice of Tops.
We see that the error would be minimal for T,,s = 100. On the top, the dashed lines correspond to the inferred
dynamics when the synthetic dataset includes the CF pseudo-observation at T,5s = 100 days.
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Patient #18
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Figure G.13: Optimal experimental design for patient #18. From the theoretical VAF dynamics (solid black
line) of patient #18, we simulate noisy VAF pseudo-observations (black square). From the theoretical dynamics
of the heterozygous (solid green line) and homozygous (solid blue line), we consider that we observe the CF
(pseudo-observations) at the initial time and also at an additional observation time T,ps. In the bottom (purple
line), we show the error between the theoretical and the inferred CF (L1-norm) according to the choice of Tops.
We see that the error would be minimal for T,ps = 476. On the top, the dashed lines correspond to the inferred
dynamics when the simulated dataset includes the CF pseudo-observation at T,ps = 476 days.
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Patient #32
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Figure G.14: Optimal experimental design for patient #32. From the theoretical VAF dynamics (solid black
line) of patient #32, we simulate noisy VAF pseudo-observations (black square). From the theoretical dynamics
of the heterozygous (solid green line) and homozygous (solid blue line), we consider that we observe (pseudo-
observations) the CF at the initial time and also at an additional observation time T,s. In the bottom (purple
line), we show the error between the theoretical and the inferred CF (L1-norm) according to the choice of Tops.
We see that the error continuously decreases with Tpps. On the top, the dashed lines correspond to the inferred
dynamics when the simulated dataset includes the CF pseudo-observation at T,5s = 600 days.
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