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ABSTRACT

Myeloproliferative neoplasms (MPNs) are hematologic malignan-
cies that result from acquired driver mutations in hematopoietic
stem cells (HSCs), causing overproduction of blood cells and an in-
creased risk of thrombohemorrhagic events. The most common
MPN driver mutation affects the JAK2 gene (JAK2"677F). Interferon
alpha (IFNo) is a promising treatment against MPNs by inducing a
hematologic response and molecular remission for some patients.
Mathematical models have been proposed to describe how IFNa
targets mutated HSCs, indicating that a minimal dose is necessary
for long-term remission. This study aims to determine a personal-
ized treatment strategy. First, we show the capacity of an existing
model to predict cell dynamics for new patients from data that can
be easily obtained in clinic. Then, we study different treatment
scenarios in silico for three patients, considering potential IFNo«
dose-toxicity relations. We assess when the treatment should be
interrupted depending on the response, the patient’s age, and the
inferred development of the malignant clone without IFN«. We find
that an optimal strategy would be to treat patients with a constant

dose so that treatment could be interrupted as quickly as possible.
Higher doses result in earlier discontinuation but also higher toxicity.
Without knowledge of the dose-toxicity relationship, trade-off strate-
gies can be found for each patient. A compromise strategy is to treat
patients with medium doses (60-120 pg/week) for 10-15 years.
Altogether, this work demonstrates how a mathematical model
calibrated from real data can help build a clinical decision-support
tool to optimize long-term IFN« therapy for MPN patients.

SIGNIFICANCE STATEMENT

Myeloproliferative neoplasms (MPNs) are chronic blood cancers.
Interferon alpha (IFNw) is a promising treatment with the potential
to induce a molecular response by targeting mutated hematopoi-
etic stem cells. MPN patients are treated over several years, and
there is a lack of knowledge concerning the posology strategy and
the best timing for interrupting therapy. The study opens avenues
for rationalizing how to treat MPN patients with IFNo over several
years, promoting a more personalized approach to treatment.

Introduction

BCR-ABL-negative myeloproliferative neoplasms (MPNs)
are hematologic malignancies that include essential thrombo-
cythemia, polycythemia vera, and primary myelofibrosis lead-
ing to overproduction of myeloid cells (red cells, platelets, and
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granulocytes). These diseases are clonal due to the expansion
over decades of a hematopoietic stem cell (HSC) that has un-
dergone the acquisition of a genetic abnormality (Van Egeren
et al., 2021; Hermange et al., 2022; Williams et al., 2022). Af-
ter homologous recombination, homozygous malignant clones
can develop in parallel to heterozygous clones. The mutations
affect JAK2, calreticulin (CALR), and the thrombopoietin re-
ceptor (MPL) genes, with JAK2V57F being the most prevalent
in more than 95% of polycythemia vera and around half of es-
sential thrombocythemia and primary myelofibrosis. All these
mutations are gain-of-function leading to constitutive activa-
tion of the JAK2/STAT pathway (Vainchenker et al., 2011).
Thrombohemorrhagic complications are the main comorbid-
ities even if the transformation into secondary leukemia of dis-
mal prognosis occurs in a significant fraction of cases (between

ABBREVIATIONS: CF, clonal fraction; HMR, high molecular response; HSC, hematopoietic stem cell; IFN, interferon; MPN, myeloproliferative

neoplasm; MSE, mean square error; VAF, variant allele frequency.
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5% and 20%). Clinicians generally treat patients with MPN to
normalize the blood parameters and/or to improve symptoms,
mainly using aspirin, cytoreductive treatment (hydroxyurea),
and JAK1/2 inhibitors [ruxolitinib and fedratinib (Inrebic)]. How-
ever, neither of these treatments impacts the malignant clone se-
lectively, and the only curative option is bone marrow allogeneic
transplantation in the most severe myelofibrotic patients. In this
context, pegylated interferon alpha 2a (Peg-IFNo2a) is a promis-
ing treatment. When used, IFN« is mainly a second-line therapy.
It harbors high rates of hematologic responses in JAK2V6!F
MPN patients and some molecular responses, including high mo-
lecular responses (HMRs), even after treatment arrest (Kiladjian
et al., 2008; Gisslinger et al., 2020; Mascarenhas et al., 2022). In
clinic, the molecular response refers to measuring the variant al-
lele frequency (VAF) in mature cells and quantifying how the
VAF decreases over the therapy. Despite these positive effects,
some JAK2V®YF MPN patients do not respond to IFNo, and
HMR is only observed in ~20% of JAK2V6’" patients. Long-
term treatment of 2-5 years is required to obtain HMR. Addi-
tionally, toxicity increases with the IFNo dose (Yamane et al.,
2008), resulting in the choice of dose de-escalation in many pa-
tients after 1 year, potentially jeopardizing the success of long-
term HMR (Mosca et al., 2021), all of which results in decision-
making challenges for clinicians. Therefore, this therapy could be
improved and optimized to increase the molecular response while
limiting toxicity.

Previously, it has been shown that the IFNu targets the
JAK2V1"F HSCs in a preclinical mouse model (Hasan et al.,
2013; Mullally et al., 2013; Austin et al., 2020). Due to the dif-
ficult access to human HSCs by biologic methods, the effect of
IFNo on the mutated human HSC dynamics was investigated
using a tailor-made compartmental mathematical model cali-
brated with data from a prospective, observational, and longi-
tudinal cohort of treated patients. Our objective with this
model was to quantify not only the molecular response among
mature cells but also the response at the stem cell level. We
inferred that the IFN« slowly targets human JAK2V5"F HSCs
and that the higher the dose, the better the response (Mosca
et al.,, 2021). The latter mathematical model was then ex-
tended to account for the dose variations during the treatment
when the mutated HSCs were targeted (Hermange et al.,
2021). This model is used in this present work to develop a
clinical decision-support tool for predicting the response of
MPN patients to IFNo and optimizing their long-term

therapy. First, we verify that we can get accurate predictions
from the model, clinical observations from a new patient, and
prior knowledge from a cohort of patients. Then, we explore
several therapeutical strategies to find which one would mini-
mize the IFN« toxicity until the end of the treatment. Finally,
combining the previous mathematical model with another one
describing how JAK2V " _-mutated HSCs—when not treated—expand
over time (Hermange et al., 2022), we assess when the ther-
apy could be interrupted depending on how the patient re-
sponds to IFNg, their age, and the proportion of homozygous
and heterozygous JAK2V61”F HSCs (i.e., the zygosity).

Materials and Methods

Experimental and Clinical Data

The experimental and clinical data used in this study are those of
19 JAK2VSYF patients from Mosca et al. (2021). For each patient of
this cohort, we have:

e Their age at the beginning of the treatment.

e Measurements of the VAF in mature cells (in granulocytes) at dif-
ferent time points during the treatment. We define them as clini-
cal data since these observations are molecular biology data
obtained during routine clinical exams.

e Observations of the clonal architecture [i.e., measurement of the
heterozygous and homozygous clonal fractions (CF)] at different
time points during the treatment. We define them as experimen-
tal data since they are obtained in biology research laboratories.

e The variations of the dose they received over time.

We display the experimental and clinical data of patient #32 and
those of each patient (Fig. 1; Supplemental Fig. A, 1-19). We denote
by D the dataset for all 19 patients (see Supplemental Methods A:
Data and observation model).

Predicting the Long-Term Dynamics

The model studied in Mosca et al. (2021) (see Fig. 2; Supplemental
Methods B: Model) was calibrated from observations on 19 patients
with MPN having the mutation JAK2V627F. A hierarchical Bayesian
inference method was used to estimate the parameters of each individ-
ual in addition to a population effect, thus reducing the risk of overfit-
ting. Then, the minimal IFN« dose di(;)f required for a patient i to
reach long-term remission was estimated (Supplemental Methods
C2.4). Our objective is now to demonstrate how the model could be
used as a clinical decision-support tool. In clinical routines, trimestrial
measurements of the clonal architecture of progenitor cells are not

Patient #32
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g - CF - hom
= VAF
Fig. 1. Longitudinal observations of patient #32. & 0.75 1135 =
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of the IFN« therapy. Clinical data consist of © qg’
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Fig. 2. Schematic representation of the model for one cell population (e.g., mutated JAK2"5?7F heterozygous cells). Quiescent HSCs can exit quies-
cence at a rate yNN,(t) with Ny(#) as the number of quiescent HSCs at time ¢. Active HSCs can become quiescent at a rate fN,(¢) or be recruited to
divide at a rate oaN,(¢) with N,(¢) as the number of active HSCs at time ¢. In the latter case, an HSC could divide symmetrically (producing two
HSCs) with probability ps, asymmetrically with probability p;, or produce two immature cells (progenitors) with probability po. A = ps — pg corre-
sponds to the balance between symmetrical and differentiated division. Progenitor cells expand with a rate constant k; and become mature cells
with a rate constant ;. Mature cells expand with a rate constant «,, and die at a death rate 9,,.

feasible. However, the clonal architecture of heterozygous and homo-
zygous mutated immature cells (i.e., the measurement of CF) yields
essential information that determines the response to the treatment
as shown in Tong et al. (2021). In terms of cost, time, and human re-
sources, it can be considered reasonable to measure the CF twice for
each patient: one just before they start their therapy and one after-
ward (generally after about 300 days of therapy; we explore the im-
pact of this choice in the Supplemental Methods F: Estimating the

best timing for measuring the clonal architecture). The VAF in ma-
ture cells can easily be measured during routine clinical follow-up.

If the model were to be used by physicians, then we would have to
evaluate its capacity to predict cell dynamics for new patients for
whom such data can be easily obtained in clinical routines. Yet, we do
not have access to patients outside the cohort of Mosca et al. (2021) to
study the predictive capabilities of the model and then to study differ-
ent dose strategies. Therefore, we choose to consider our 19 JAK2V6!F
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Fig. 3. Illustration of the method for predicting the long-term cell dynamics over IFNo therapy. Removing one patient from the cohort (i), we
run a hierarchical Bayesian inference procedure using the data of the remaining patients (ii). That is, for each model parameter (here, for
example, Az,,,), we estimate its probability density (pdf) for each patient (blue lines) as well as for the patients’ population (black line). The
latter will be retained as prior knowledge The data DY of the excluded patient from the initial cohort consists of VAF measurements in ma-
ture cells (black squares) and CF in progenitor cells, here homozygous CF (blue triangles), over time ¢. We also have the information on the
dose of IFNu« d(¢) that the patient received (in brown) We split their dataset into two parts, the first one D}’ corresponding to observations
before a time T (that we call assimilation time) and the second one D to the observations after that time. Based on the dataset DT and the
prior obtained from the remaining cohort of patients, we infer the dynamlcs of the mutated cells on treatment (iii). The black line corre-
sponds to the dynamics of the VAF and the blue one to the dynamics of the homozygous CF. To evaluate the capacity of the model to predict
the long-term dynamics correctly, we compare the model predictions and the control dataset D that was not used for estimating the model
parameters.
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TABLE 1
List of the main notations
Notation Meaning
D Dataset of the 19 considered JAK2V517F patients
i Index of the patient
t Time
T Assimilation time (until which observations are considered for calibrating the model)
T Patient’s age at which the treatment could be interrupted
D Dataset of patient i
D_; Data of all patients except patient i
D(;.) Observations of patient i, before time 7', used for calibrating the model
DY Observations of patient ; not used for the model calibration
d Normalized dose of IFNu (between 0 and 1; 1 corresponding to 180 ug/week)
2(d) IFNu toxicity (as a function of the dose d)
M(7) Amount of IFN« administered over [T, 7] (when penalizing for high dose)

-mutated patients with MPN, from which we will remove one individ-
ual (leave-one-out) and for whom we will perform data assimilation
(Fig. 3i; Supplemental Methods C: Parameter estimation).

We denote D_; =D\ D as the dataset for all patients except indi-
vidual i (Table 1 summarizes the main notations). In this article, we
will consider three individuals who were each in turn excluded from
the cohort: patients #12, #18, and #32. These three patients are chosen
because several observations of their response before ¢ = 300 days of
treatment are available, which is only the case for a few patients in the
cohort (see Supplemental Methods A). Furthermore, each of the three
patients exhibits a distinctive type of response to IFNo, making their
study interesting: patient #12 has mostly homozygous cells, and they
seem to be slowly but steadily targeted over the treatment; patient #18
presents both homozygous and heterozygous mutated cells initially,
in the same proportions, and only the homozygous clone is targeted
during the treatment; and patient #32 responds with a so-called “bell
curve,” meaning that their VAF and CF first strongly increase at the
beginning of the treatment and then decrease.

We run three hierarchical estimation procedures (Supplemental
Methods C1) corresponding respectively to the datasets D_12, D_15, and
D_39. Of these three calibrations, we will retain only the estimate of the
population distribution (Fig. 3ii), which will be used as prior distribution
to predict the response of the left-apart patient i. The progressive inclu-
sion of observations for this patient (through what is called in Bayesian
statistics the likelihood) will allow the updating of the previous distribu-
tion (i.e., the prior). We refer to this statistical process as “data assim-
ilation” in this article (Fig. 3iii; Supplemental Methods C2). Let T €
{300,600,1000} [days] be the times (of assimilation) until which we con-
sider the observations of patient i. The dataset of patient i used for the
model calibration will be denoted by: D(T’). Note that this dataset in-
cludes all VAF measurements before time 7' and only two measure-
ments of the clonal architecture. The other observations of the CF
among progenitor cells will not be used for estimating the model param-
eters. Indeed, in clinical routines, we cannot have repeated measure-
ments of the progenitor clonal architecture. Thus, we choose to use only
some of the observations available for progenitor cells before the assimi-
lation time to treat the patient’s data as if they were obtained from real-
istic processes in clinical routine. We consider the observation of the
progenitor CF at the start of the therapy and about 300 days afterward.

For patient 7, for the assimilation time 7" € {300,600,1000}, we will
then estimate the posterior distribution of each parameter from the
prior distribution and the observations D<TL). The parameters will then
be used to infer the on-treatment dynamics of the VAF in the mature
cells as well as the heterozygous and homozygous CF in the progeni-
tors and the HSCs (Fig. 3iii).

The confrontation of the predicted values with the observations not
used for the model calibration will allow us to evaluate the quality of
the predictions (Fig. 3iv). The control dataset for assessing the quality
of the predictions will be denoted as:

D) =pi\DY 6h)

This control dataset includes all observations made after time 7" as
well as the observations of the CF among progenitors that were not
used for estimating the model parameters.

To quantify how well the model fits the observations, either those
used to estimate the model parameters (D(Tl)) or those used as control
(DY), we will compute the mean square error (MSE) (see Supplemental
Methods C2.5). In particular, we will check how MSEX;‘;{; , which con-
fronts the predicted VAF values to the ones truly observed after the as-
similation time T (i.e., not used for the model calibration), evolves for

higher T values.

Optimizing the Therapy

Once we have evaluated the ability of the model to predict the long-
term response from data potentially available in clinical routines, we can
explore different therapeutic strategies (see Therapeutic Strategies) and
find the optimal one (Fig. 4). The optimality will be defined as the minimal
dose of IFN« administered until treatment interruption (see Assessing
When to Interrupt the Treatment) when penalizing higher doses associated
with higher risks of toxicity (see Minimizing Drug-Related Toxicity during
the Treatment). The complete method is presented in Supplemental
Methods E: Optimizing the therapy, whereas the focus here is on the
most important aspects for understanding the article.

Assessing When to Interrupt the Treatment. IFNo therapy
against MPN is a long-term therapy. It has been proven to induce, in some
cases, an HMR, which is an undetectable level of JAK2V5?F-mutated cells
in peripheral blood (Kiladjian et al., 2008). However, we cannot clinically
assess whether all mutated HSCs have been completely eradicated and
whether a relapse might occur in the future. JAK2V6'"F-positive MPNs
are hematologic malignancies that develop over decades before the onset
of the symptoms, as shown recently in different studies (Van Egeren et al.,
2021; Hermange et al., 2022; Williams et al., 2022). It was shown that het-
erozygous (het) JAK2V!F_-mutated HSCs, when escaping stochastic ex-
tinction, would expand on average according to the following dynamics
(Hermange et al., 2022):

Net(t) = No het €XP (Shet(t — to)) (2

with a fitness estimated to be equal to sz,; = 20.4% per year and N, het®)
corresponding to the total number of mutated heterozygous HSCs over
time ¢ during the MPN development in the absence of IFN« therapy.

The dynamic of the homozygous clonal expansion was not studied in
Hermange et al. (2022). Here, we generalize previous findings and as-
sume that the homozygous clone would grow exponentially like the het-
erozygous one but with a higher fitness suom > Sper, as shown by Williams
et al. (2022). We estimate sj,,, = 1.21 x sj,¢; (Supplemental Methods D3).

It is further assumed that the clonal expansion given by eq. 2, inferred
from individuals before they received IFNo, will also be valid after they in-
terrupt the treatment. Then, when inferring the CF of heterozygous and
homozygous mutated HSCs from the model, at any time during the
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Fig. 4. Illustration of the method for optimizing the IFNu therapy. Con-
sidering the observations for a patient until time 7' and their model pa-
rameters estimated, we can obtain the dynamics of the mutated cells
(here, for example, the CF of homozygous progenitors in blue) over time ¢
for a given dose d(¢). We can then consider different therapeutic strate-
gies [i.e., different ways d(¢) will evolve for ¢ = T (i)]. Here, for example,

therapy, we could estimate using eq. 2 what would be the future develop-
ment of the malignant clones after a treatment interruption at time . We
can thus deduce the time ¢ > t at which the VAF among HSCs would ex-
ceed 7.5%. This value corresponds to the classic risk threshold above
which it is considered that there could be a risk of thrombosis or cardio-
vascular events (i.e., a reappearance of the disease) (Dupont et al., 2007).
The later this time, the better for the patient. Ideally, the therapy should
be stopped at a time 7 so that the relapse does not occur during the pa-
tient’s life. In practice, considering a life expectancy at 65 years old to be
equal to 90 years old (Kontis et al., 2017), we will consider interrupting
the treatment of a patient at an age t such that the VAF among HSCs
stays below 7.5% when the patient is under 90.

Thus, the criterion to interrupt the treatment depends on the age of
the patients, the way they respond to the treatment, and their zygosity.

In this study, mutations associated with MPN such as DNMT3A,
TET2, and TP53, which could potentially undergo a clonal expansion
independent of the JAK2V5™ clonal dynamics, are not considered.

In the Supplemental Methods D: Interrupting the therapy, we detail
the choice of the criterion for the treatment interruption (Supplemental
Methods D1), the model used for describing the clonal expansion
(Supplemental Methods D2), and the estimation of the homozygous
JAK2VS'F fitness (Supplemental Methods D3).

Therapeutic Strategies. If we can correctly estimate the model pa-
rameters of a new patient (and thus correctly predict their mutated cell
dynamics when they receive the dose d(¢) for t = T, with T as the assimila-
tion time), we could explore alternative therapeutic strategies to those cur-
rently used by the clinicians. In practice, clinicians generally increase the
dose until they observe a hematologic response and then de-escalate the
dose, as was observed in the cohort of Mosca et al. (2021). However, this
strategy might not be optimal since it can lead to early relapse.

In this article, different treatment strategies are studied, all of which
will involve some parameters to optimize (see Minimizing Drug-Related
Toxicity during the Treatment). Then, the strategies can be compared and
the best one can be chosen (according to a criterion that we define later).

The list of strategies studied in this article is far from exhaustive,
and we stick to simple ones that clinicians could easily employ. It is
considered that the strategy will be set up from the assimilation time
T to the interruption time 7. Before time 7, the clinician might have
treated the patient with a dose escalation, allowing an assessment of
the patient’s tolerance to the treatment. During the period from the
start of the therapy to 7', measurements are made and will allow the
estimation of the model parameters.

The three different treatment strategies studied are the following
(Fig. 5):

e Constant:

d(t)=d for t € [T,1] 3)
e Periodic:
d(t) = d for t € [T +2kL, T+ (2k +1)L], k € N
dipg forte[T+(2r+1)L,T+(2k+2)L],kc N

(4)

we illustrate a therapeutic strategy that is periodic. We can estimate the
dynamics of the mutated cells for this new posology and assess the time
© when the CF will be low enough so that, after treatment interruption,
the further clonal expansion will not lead to the onset of MPN symptoms
before the patient is 90 years old (ii). Note that the illustration is done
considering progenitor cells but that in our calculations, we estimate t©
based on the inferred CF among HSCs. We then consider one scenario
for the increase of IFNo toxicity z with the dose d (here, convex) (iii).
Finally, we can compute M(¢) for T' = ¢ = t, which describes the amount
of IFNo administered over the time interval [T,z] when penalizing for
high doses (iv). The quantity of interest is M(z), which we want to mini-
mize across different therapeutic strategies and for which we want to
evaluate the impact of the dose-toxicity relation.
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Fig. 5. Tlustration of the three different therapeutic strategies that we consider. On the left, a constant dose over time (here, d =0.6). In the middle, a periodic
strategy (here, d =0.6, L = 4 months, and d;,,assumed to be equal to 0.1). On the right, a decreasing strategy (here,d =0.8, L = 3 months, and 4 = 0.7).

e Decreasing:

_Jd
d(t)_{)\d(t—L)

The first strategy involves only one parameter d to optimize, the
second strategy two parameters (d and the period L), and the last
strategy three parameters, namely d, /, and the period L. This third
strategy is the one often implemented in practice. Note that in the
equation above, the expression of the decreasing function d is recur-
sive (see Supplemental Methods E3 for another way to express the de-
creasing strategy).

diny corresponds to the minimal personalized dose that can be com-
puted from the estimated parameter vector (Supplemental Methods
C2.4). For all strategies, we consider d = din, 4 € [0,1]. We also want
L = 3 months to avoid too-frequent changes of posologies (regarding
the treatment duration of generally many years). Besides, for too-high
values of L, the decreasing and periodic strategies are equivalent to
the constant one. To avoid finding ourselves in that case, the following
condition is set: L < 2 years. In addition, Z is constrained to be inferior
to 0.95 to avoid the case where the decreasing strategy would ap-
proach the constant one when /. — 1. The optimal parameters will be
estimated by doing a grid search (Supplemental Methods E1).

To note, we voluntarily choose not to consider stop-and-go strategies.
Indeed, patients might need some time to tolerate the treatment; there-
fore, it should not be stopped to be resumed later to avoid this adapta-
tion phase unless, of course, the interruption is permanent.

The periodic strategy, as defined by imposing the minimal dose to
be equal to d;,y, is then the strategy that is the closest to the stop-and-
go strategy.

Minimizing Drug-Related Toxicity during the Treatment.
The main objective of the study is to optimize the IFN« therapy against
MPN. For that purpose, several potential therapeutic strategies were con-
sidered in Therapeutic Strategies. We should define the clinically relevant
quantity that has to be optimized. Intuitively, we want the treatment to
be as short as possible. With the considered model, the corresponding op-
timization problem would be solved by choosing to give the maximal
IFNu dose of 180 ug/week. However, the toxicity of IFNo is known to in-
crease with the dose (Yamane et al., 2008), so optimizing only the dura-
tion of treatment would result in high-toxicity strategies. Thus, a penalty
has to be applied for high doses. Toxicity includes everything harmful to
the patient, either hematologic or not. In particular, IFN« is known to be
associated with side effects such as depression (Trask et al., 2000; Lotrich
et al., 2007), flu symptoms, or thrombocytopenia. Since no data exist to
quantify the dose-toxicity relation, we will consider several hypothetical
scenarios and evaluate their impact on the results. We define z(d) the
drug toxicity as a function of the dose and consider four potential behav-
iors for the dose-toxicity relation (see Fig. 6):

for te [T, T+L],

for t € [T+ L,n] ®)

e Linear:
z(d) = 2d
e Convex:

z(d) = 3d?

e Concave:

2(d)==Vd (6)

e Composite:

5V5 5 1
z(d) = 9 Vd —0.11g¢j0.1,055 T EAioa 1aefo.55, 1]
For normalization, the average toxicity is set to 1 for the four for-
mulations:

1
Jz(d) dd=1 )
0

For the composite relation, we assume that there is no toxicity be-
low a low threshold of 0.1 (corresponding to 18 ug/week), then a con-
cave behavior for d € [0.1,0.55] followed by a convex one where the
toxicity tends to infinity for d — 1. The value delimiting both behav-
iors (i.e., d = 0.55) is chosen so that the derivative of z is continuous
over [0.1,1]. More details concerning the construction of the composite
relation are provided in Supplemental Methods E4.

M(¢) is defined as the toxicity-related amount of IFNo administered
over [T, t]:

Mit)= [Z(d(u)) du (®),

where d (as a function of time) is assumed to be either constant, peri-
odic, or decreasing and z (as a function of d) is either linear, convex,

3t ;
—--Linear 5
— —Concave s
-------- Convex o
— Compoaosite .
N 2f "
>
<]
o T
3
|_
l L
O : : :

0.50 0.75 1.00
Dose d

Fig. 6. The four different scenarios that we consider for modeling the
way the IFNu toxicity may increase with the dose.
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concave, or composite. Then, the quantity to minimize is M(7). In the
linear scenario, M(z) would then correspond to the total amount of
IFNo administered between T' and 7. To note that, in eq. 8 we do not
consider the interval [0, 7' since we only want to optimize the treat-
ment from ¢ = T.

We study for patients #12, #18, and #32 three therapeutic strategies
and four scenarios of dose toxicity (i.e., twelve different conditions). For
each of them, we will estimate the parameters related to the therapeutic
strategy that minimizes the quantity M(z) (Supplemental Methods E1).
The strategies are then compared based on this value, for a given hypo-
thetical scenario of toxicity, to find the optimal one. Moreover, in the ab-
sence of prior knowledge on how IFNu toxicity increases with the dose,
a trade-off strategy can be proposed (Supplemental Methods E2).

Results

Minimal Observations Are Sufficient To Predict the Long-
Term Mutated Cell Dynamics

First, we investigated whether some measurements of the
VAF and only two measurements of the progenitor clonal ar-
chitecture were sufficient to predict the long-term response
to the treatment. To present the results in this section, we
will focus on patient #18 (all of our results are detailed in
Supplemental Material G: Detailed results; the results for
patients #12 and #32 concerning the prediction part are de-
tailed in Supplemental Material G1). The cell dynamics ob-
served during IFN« therapy for patient #18 are interesting
since they initially presented both heterozygous and homozy-
gous clones (and in the same proportions), but the homozy-
gous clone was targeted during the treatment when the
heterozygous one continued to expand. Such dynamics might
be challenging to predict when the parameter estimation is
mainly based on VAF measurements.

For patient #18, we assess whether we could predict the evo-
lution of their VAF correctly, but also both their heterozygous
and homozygous CF in progenitors (Fig. 7), from:

e only two measurements of the clonal architecture in im-
mature cells (at the start of the treatment and 248 days
afterward),

e several measurements of the VAF before a time
T € {300,600,1000} [days], and

e prior knowledge obtained from the remaining patients.

By progressively adding more information on the VAF dy-
namics (i.e., increasing the assimilation time), we increase the
confidence in our predictions. It is particularly true for the
VAF and the homozygous CF. As early as T = 300 days, when
only four VAF measurements are used for the parameter esti-
mation, we observe a good agreement between the predicted
values, both for the VAF and the CF, and the experimental
values not used for estimating the model parameters.

MSEY4¥_quantifying the error between the observed and

‘pred
predlcted VAF for different assimilation times 7—is equal to:

e 6.6 1072 for T = 300 (10 VAF measurements used for

computlng MSEpred)
e 5.8-10*for T = 600 (six measurements used for comput-
ing this MSE)

e 5.2-10 *for T = 1000 (three measurements used for com-
puting this MSE)

We show that adding more observations for the VAF improves
the quality of our prediction. However, the (median) inferred dy-
namics for the mutated heterozygous progenitors are closer to
the observations for 7' = 600 days than 7' = 1000, resulting for
the latter in a higher MSE on the heterozygous CF measure-
ments not used for the inference (Supplemental Table G2). For
T = 1000, we overestimate the heterozygous CF, illustrating
the difficulty in correctly predicting both the dynamics of hetero-
zygous and homozygous cells when the inference is mainly
based on the VAF measurements.

Patient #18 Patient #18 Patient #18
T assimilation = 300 days T assimilation = 600 days T assimilation = 1000 days
180 1.00 | 180 1.00
I -
135 0.75 — =—0+135 0.75 *
—_— o ug»
4 ~ E)
90 0.50 V\/‘:.; e 90 0.50 g
wred — 206~ =]
45 025 o as 025 z
l- Lv_ y=¥,
: : : : 0.00 ks - | s 0.00 L
0 300 600 900 1200 0 300 600 900 1200 0 300 600 900 1200
Time [days] Time [days] Time [days]
1.00 1.00} ‘ = 1.00} =
Ty
0.75 0.75} | | ( i 0.75 Clinical & experimental
3 y data used for:
5 0.50 0.50F 050+ calibration | control
€ f VAF [ ] O
0.25} 0.25f Y 025} hetCF @ o
gL & A homCF w v
0.00] ; ; ) . . 0.00f ; ‘ . . 0.00f 77 ; : ‘ :
0.00 0.25 0.50 0.75 1.00 0.00 0.25 0.50 0.75 1.00 0.00 0.25 0.50 0.75 1.00

True True

True

Fig. 7. Data assimilation results for patient #18. From left to right, the assimilation times are 7' = 300, 600, and 1000 days (vertical dash line).
At the top, we present the predicted dynamics. In black are shown the inferred VAF (median value and 95% credibility interval), and in green
and blue are shown the inferred CF (median values) of heterozygous and homozygous mutated progenitors, respectively. The squares correspond
to the clinical data and the circles and triangles to the experlmental data, either used to calibrate the model (dark colors, D ) or to control the
quality of the predictions (light colors, control dataset D )). We represent the IFN« dose variations during treatment (in ug/week) in brown. The
MSE displayed just below the VAF dynamlcs is computed on the VAF measurements not used for the calibration (i.e., the VAF measurements af-

ter the assimilation time T) such that MSEpred

quantifies the predicted error on the VAF. At the bottom, we compare the inferred values (median

values, on the y-axis) with those observed (on the x-axis). The error bars correspond to the 95% credibility intervals.
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For patient #12, we also observe a good agreement between
the predlcted VAF and the observed ones, with an MSEV o of
1.1 - 1072 and 1.5 - 1072 for T equal to 300 and 600, respec—
tively. However, we systematically underestimate the true ho-
mozygous CF (Supplemental Fig. G1; Supplemental Material
G1.1; Supplemental Table G1). For patient #32, we obtained
good predictions, both for the VAF and the homozygous CF (pa-
tient #32 has almost no heterozygous clones) for 7 = 300 or
1000 days (with MSE}‘,’;‘zg respectively equal to 2.17 - 1072 and
2.35 - 102) but, surprisingly, poor predictions for T = 600 days
(MSEX;‘g 0.25) (Supplemental Fig. G5; Supplemental Material
G1.3; Supplemental Table G3). But, if instead of considering
the measurement of the clonal architecture at time ¢ = 392,
we chose to take the observation at ¢ = 508, we observed that
the predlctlons for T' = 600 days were far better (MSE)2 =
7.5 - 107%) (Supplemental Fig. G6; Supplemental Materlal Gl1.4;
Supplemental Table G4), illustrating the importance of the ex-
perimental design to make accurate predictions. We explore
this question in Supplemental Material G3.

From the results on the three patients considered in this
study, we conclude that it is possible to make predictions
senseful of the mutated cell dynamics from VAF observations
and two measurements of the CF among progenitor cells but
that the choice of the time point for the clonal architecture
matters, raising the concern of how the observation time
should be chosen. After 300 days of treatment, it is possible to
get good predictions of the cell dynamics and after 600 days to
have good confidence in our predictions.

The Dose Should Be Kept Constant until the Treatment Is
Stopped

We studied whether other therapeutic strategies could lead
to better results (i.e., faster molecular response while limiting
the potential IFN« toxicity). To evaluate these strategies, we
focused on patient #32 (results for patients #12 and #18 are
detailed in Supplemental Material G2). For this patient, the
model predicts that a decrease in the dose after 2000 days of
therapy might slow down the molecular response and even in-
duce a risk of relapse (Supplemental Fig. G6). The way the pa-
tient was treated, with a dose escalation over the first 3 years
of therapy up to the maximal dose of 180 ug/week, then a de-
escalation, is also characteristic of the strategies applied in
clinical routine and already observed in Mosca et al. (2021).

We consider T' = 600 days. Using the observations before
that time (five VAF observations, two clonal architectures: one
at t = 0, the second one at ¢ = 508) and the prior knowledge
obtained from the 18 remaining patients, we estimated the
posterior distribution of the model parameters and showed
that we obtain good predictions (Supplemental Material G1.4).

We now consider that the actual parameter vector is the esti-
mated one (mean of the posterior distribution) and study how dif-
ferent dose strategies impact the response of the treatment after
T = 600 days. With the estimated parameter vector, the minimal
dose (under which the treatment would not sufficiently target the
mutated HSCs, resulting in a relapse) is estimated to be d,,,r =
0.345 (i.e., 62 ug/week). We consider different scenarios for how
the drug toxicity increases as a function of the dose, as presented
in Fig. 6. For each scenario, we study the three therapeutic strat-
egies presented in Therapeutic Strategies, for which we find the
parameters (e.g., the choice of the dose d) that minimize the value
of M(z). This latter value corresponds to the toxicity-related
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amount of IFNo administered from 7 to the time t when the ther-
apy could be interrupted (see Assessing When to Interrupt the
Treatment). We can compare the three therapeutic strategies for
a given drug-toxicity relation and select the one with the best
(i.e., the lowest) value for M(z). Results are presented in Fig. 8. It
turns out that the constant strategy is the optimal one among the
four studied scenarios, also for patients #12 (Supplemental Fig.
G8) and #18 (Supplemental Fig. G9). With the two other strate-
gies, namely the periodic one and the decreasing one, we obtain
at the optimum lower values of M(t)/(z — T) (that we interpret as
values of the yearly toxicity-related amount of IFN«) compared
with the constant strategy. However, having periods with low
doses or decreasing the dose over time also delays treatment in-
terruption. Therefore, these two strategies are less effective in
terms of treatment duration.

However, the choice of the optimal dose highly depends
on how the IFNu« toxicity increases with the dose. If there
were a sharp increase in the toxicity for low doses followed
by a slower one (concave scenario), we would recommend
using high doses (about 180 ug/week for patient #32). In-
deed, only slightly decreasing the dose would not strongly
impact the toxicity, whereas decreasing the dose to a too-
large extent would delay the treatment interruption or even
induce a relapse if the dose is below a minimum value, as
shown in Hermange et al., (2021). If, on the contrary, the
toxicity would only sharply increase for high doses (convex
scenario), then we would recommend using medium doses
(about 90 ug/week for patient #32). Eventually, for the lin-
ear dose-toxicity relation (which is both concave and con-
vex), or for the composite relation (which is first concave,
then convex), we find that the recommended dose for pa-
tient #32 would be about 135 ug/week. Given the lack of ex-
isting data quantifying the relationship between the dose
and the toxicity of IFN«, we cannot conclude which dose
level would be optimal. Our results highlight the need to es-
timate such relations since we demonstrate their impor-
tance in deciphering how patients with MPN should be
treated.

In the absence of prior knowledge on whether the dose toxicity
would better be described by a linear, concave, convex, or com-
posite relationship, we can determine the strategy that, even if
not optimal, would be the best compromise. Finding a trade-off
strategy is important since the best strategy under the hypothe-
sis that the dose-toxicity relation would be concave would be det-
rimental under another hypothesis. We illustrate that point
with patient #32. In the concave scenario, the best strategy is to
treat patient #32 at a constant dose of 180 ug/week over about 5
years. This value would actually correspond to the highest dose
considered in the study (i.e., a very high dose). If the dose-toxic-
ity relation were actually not concave but linear, such a strategy
would still be acceptable, with a value for M(z) equal to 4020,
placing it in the top 3.4% and better than the best periodic strat-
egy. But, in the case where the dose-toxicity relationship was
convex, treating patient #32 with such a high dose would be
harmful. Indeed, it turns out that the optimal strategy in the
concave scenario is also the worst one in the convex scenario.

Therefore, without having assessed in the first 2 years of the
therapy how the patient responds to the treatment or in the ab-
sence of data that would quantify the dose-toxicity relation for
IFNo, the best choice would be to select the trade-off strategy.

This strategy is the one that gives good results under the four
hypothetical dose-toxicity relationships. For patient #32, the trade-

¥20Z ‘22 Jequieds uo seudnor 134SY e Blo'seuinofiedse iad [ wioly papeojumoq


http://jpet.aspetjournals.org/lookup/suppl/doi:10.1124/jpet.122.001561/-/DC1
http://jpet.aspetjournals.org/lookup/suppl/doi:10.1124/jpet.122.001561/-/DC1
http://jpet.aspetjournals.org/lookup/suppl/doi:10.1124/jpet.122.001561/-/DC1
http://jpet.aspetjournals.org/lookup/suppl/doi:10.1124/jpet.122.001561/-/DC1
http://jpet.aspetjournals.org/lookup/suppl/doi:10.1124/jpet.122.001561/-/DC1
http://jpet.aspetjournals.org/lookup/suppl/doi:10.1124/jpet.122.001561/-/DC1
http://jpet.aspetjournals.org/lookup/suppl/doi:10.1124/jpet.122.001561/-/DC1
http://jpet.aspetjournals.org/lookup/suppl/doi:10.1124/jpet.122.001561/-/DC1
http://jpet.aspetjournals.org/lookup/suppl/doi:10.1124/jpet.122.001561/-/DC1
http://jpet.aspetjournals.org/lookup/suppl/doi:10.1124/jpet.122.001561/-/DC1
http://jpet.aspetjournals.org/lookup/suppl/doi:10.1124/jpet.122.001561/-/DC1
http://jpet.aspetjournals.org/lookup/suppl/doi:10.1124/jpet.122.001561/-/DC1
http://jpet.aspetjournals.org/lookup/suppl/doi:10.1124/jpet.122.001561/-/DC1
http://jpet.aspetjournals.org/lookup/suppl/doi:10.1124/jpet.122.001561/-/DC1
http://jpet.aspetjournals.org/lookup/suppl/doi:10.1124/jpet.122.001561/-/DC1
http://jpet.aspetjournals.org/lookup/suppl/doi:10.1124/jpet.122.001561/-/DC1
http://jpet.aspetjournals.org/lookup/suppl/doi:10.1124/jpet.122.001561/-/DC1
http://jpet.aspetjournals.org/lookup/suppl/doi:10.1124/jpet.122.001561/-/DC1
http://jpet.aspetjournals.org/

40

Hermange et al.

Constant Periodic Decreasing
M = 3763 M = 4253 M = 3770
1.00f 1180 1.00+ | 1180 1.00f | 1180
Linear I I
0.75 41135 0.75}\I 41135 0.75F \| 1135 %
o z
% 0.50 190 0.50 190 0.50 190 ¢
o l §
0.25 145 0.25 145 0.25 145 &
0.00 0.00 P — 0.00 M A
52 55 58 61 64 67 70 52 55 58 61 64 67 70 52 55 58 61 64 67 70
M = 3285 M = 3564 M = 3340
1.00 1180 1.00} | 1180 1.00} | 180
Convex [ |
0.75 1135 0.75f\l 1135 0.75f \I 1135 %
2 B
£ 0.50 190 0.50 {90 0.50f | {90 2
& | | g
0.25 las o025} \l {45 o0.25} \ {45 £
0.00 0.00 0.00
52 55 58 61 64 67 70 52 55 58 61 64 67 70 52 55 58 61 64 67 70
M = 3013 M = 3673 M = 3031
1.00f 180 1.00+ | 1180 1.00F | 1180
Concave | [
0.75 135 075\l 1135 0.75}\I 1135 %
o H
5050 90 0.50 {90 0.50 90 g
| | z
0.25 as 025} \l {as 0.25 {as &
0.00 P — 0.00 P — 0.00 P —
52 55 58 61 64 67 70 52 55 58 61 64 67 70 52 55 58 61 64 67 70
M = 2752 M = 3367 M= 2773
) 1.00 1180 1.00t | 1180 1.00+ | 1180
Composite I I
0.75 41135 0.75f\l 41135 0.75\| 1135 %%
° H
£ 0.50 {90 0.50 {90 050 190 g
o I E
0.25 .45 0.25 {145 0.25 145 &
0.00 ‘ s 0.00 P 0.00 £ M
52 55 58 61 64 67 70 52 55 58 61 64 67 70 52 55 58 61 64 67 70
Age [years] Aae [vears] Age [years]

Fig. 8. Results of the treatment optimization for patient #32. Four hypothetical relationships between IFNu toxicity and the dose are studied: linear (at the
top), convex (on the second line), concave (on the third line), and composite (at the bottom). For each of them, three therapeutic strategies—constant on the
left, periodic on the middle, and decreasing on the right—are optimized to minimize M(t) (denoted by M on the figures), which is the toxicity-related amount of
IFN« administrated from 7T (vertical dashed line) to the treatment interruption time t (when the weekly dose of interferon, represented in beige, drops to zero).
The dynamics of the VAF (black line), the heterozygous CF (green line), and the homozygous CF (blue line) will differ for ¢ = T" according to how the doses vary
(depending on the considered therapeutic strategy and its parameter values). M values are only comparable for a given dose-toxicity relation—the lower, the
better. If the actual dose-toxicity relation were linear, the constant strategy would be optimal for d =135 ug/week (with the associated age of treatment inter-
ruption t = 61 years and an optimal value of M(t) = 3763); the periodic strategy would be optimal for d =153 ug/week and L = 22 months; and the decreasing
strategy would be optimal for d =144 ug/week, L = 2 years, and 2 = 0.95. Among these three strategies, the constant one is the best. We can see how the opti-
mal parameters of the decreasing strategy actually tend to make it approach a constant strategy, which would be the limiting case when 4 — 1 and/or L — oc.
It is precisely to avoid finding oneself in this limiting case that constraints were imposed on the parameters (Supplemental Methods E1). If the actual dose-
toxicity relation were convex, the constant strategy would be optimal for d = 86 ug/week; the periodic strategy would be optimal for d=90 ug/week and L =
23 months; and the decreasing strategy would be optimal for d = 100 ug/week, L = 2 years, and 1 = 0.95. Among these three strategies, the constant one is
the best. If the actual dose-toxicity relation were concave, the constant strategy would be optimal for d =180 ug/week; the periodic strategy would be optimal
for d = 180 ug/week and L = 20 months; and the decreasing strategy would be optimal for d=180 ug/week, L = 2 years, and 1 = 0.95. Among these three
strategies, the constant one is the best. If the actual dose-toxicity relation were composite, the constant strategy would be optimal for d = 126 pg/week; the pe-
riodic strategy would be optimal for d = 137 ug/week and L = 2 years; and the decreasing strategy would be optimal for d = 133 ug/week, L = 2 years, and
4 = 0.95. Among these three strategies, the constant one is the best.

off would be to treat him with a constant dose of 115 ug/week over o
8 years until the treatment could be interrupted, here at age 62 o
(i.e., after about 10 years of IFN« therapy since patient #32 began
the treatment at age 52). This trade-off strategy would be:

e inthe top 1.7% if the dose-toxicity relation were linear,

e in the top 2.3% if the dose-toxicity relation were convex,

in the top 2.9% if the dose-toxicity relation were concave, and
in the top 0.2% if the dose-toxicity relation were composite.

For patient #18, the trade-off strategy would also be
the constant one, with d =61 ug/week, until treatment
discontinuation at the age of 72 (i.e., after about 15 years
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of IFN« therapy). For patient #12, the trade-off strategy
would be the decreasing one, with d =86 ug/week, 1 =
0.45, and L = 16 months, until treatment discontinuation
at the age of 77 (i.e., after about 14 years of IFN« therapy)
(Supplemental Material G2).

Discussion

We proposed a mathematical approach combining modeling,
statistical inference, and optimization to rationalize the manner
in which we treat JAK2V®'™ patients with MPN in the long
term using IFNo. Clinicians often proceed to a dose de-escalation
when they observe a hematologic response. The rationale behind
this strategy is that IFNu is associated with general or hemato-
logic side effects such as depression (Trask et al., 2000; Lotrich
et al., 2007), flu symptoms, or thrombocytopenia and that the
toxicity increases with the dose (Yamane et al., 2008). In the ab-
sence of both data quantifying the dose-toxicity relation and in-
formation on the response of mutated HSCs to the treatment,
their therapeutic strategy, albeit empirical, is relevant. How-
ever, as observed from the cohort of Mosca et al. (2021), clini-
cians sometimes have to increase the dose again after a
treatment interruption or a strong decrease when a relapse is
observed. To avoid such behaviors that could harm the patient,
we explored which therapeutic strategy would be optimal given
hypothetical dose-toxicity relations. In particular, we estimated
which dose level should be administered. We found that treat-
ing the patients with a constant dose until the therapy is inter-
rupted rather than decreasing or alternating a low and a
higher dose periodically should be more relevant. Even if not
considered initially as a selection criterion, the simplicity of the
constant strategy involving only one value to choose (i.e., the
IFNu dose to be kept constant until the treatment interruption)
makes it easy to deploy in clinics. Such a simple strategy ap-
pears more optimal than more sophisticated ones. However,
the number of strategies that we explored was far from exhaus-
tive; thus, we could not exclude that patients with MPN could be
treated more successfully with different strategies. In our math-
ematical approach, we do not guarantee that, after interrupting
the treatment, there will not be a relapse. On the contrary, we
quantified this risk and chose to interrupt the treatment so that
the reappearance of the MPN disease would not occur before the
age of 90. This age threshold is based on the estimated life expec-
tancy of 65-year-old individuals in developed countries (Kontis
et al., 2017). Increasing this age, thus reducing the risk, would
result in treating the patient for a longer time. It might also
seem relevant to adjust this criterion regarding the sex of the pa-
tient, given that women have a higher life expectancy than men.
Concerning the reappearance of the MPN disease, we considered
that the relapse might occur when the VAF in HSCs exceeds
7.5% (Dupont et al., 2007). However, some patients with es-
sential thrombocythemia might exhibit lower VAF, whereas a
higher VAF is necessary for others to get the MPN symptoms.
The choice of this value particularly matters when considering
the problem of early screening (Hermange et al., 2022). In our
case, however, the patients who have interrupted their treat-
ment would still be followed so that clinicians might detect
quickly if and when a relapse occurs.

Given hypothetical dose-toxicity relations, we found that
treating a patient with a constant dose is optimal. However,
the value of the dose depends on how IFNu toxicity increases
with the dose. High doses should be recommended if the
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patient tolerates the treatment well; medium or low doses
should be recommended otherwise. No data quantify, in the
general case, what the dose-toxicity relation could be. Such a
relation could actually be patient dependent. In our approach,
we looked for the best therapeutic strategy once the patient
had already been treated for 600 days. Therefore, we could al-
ready get prior insight into how the patient responded to a
dose escalation. In other words, the clinician might provide in-
formation on the potential dose-toxicity relation, so we could
recommend the constant dose value to administer to the pa-
tient. Involving the clinicians in getting such prior information
would benefit our method, which could, in turn, provide more
relevant guidelines on how it might be optimal to treat the pa-
tient. Without such dose-toxicity relation, we can find a trade-
off strategy. This strategy is such that the dose-toxicity-related
quantity of IFNa administered to the patient would be as little
as possible for all four scenarios of dose-toxicity that we con-
sidered. It is worth noting that, for optimizing the therapy, we
only considered minimizing a quantity related to the drug tox-
icity and did not account for economic criteria, for example.
The issue of the economic cost of the therapy was studied by
Pedersen et al. (2020). We also limit ourselves to four potential
dose-toxicity relations, where the toxicity would strictly in-
crease with the dose. It should not be excluded that more com-
plex relations might exist and that the toxicity could, for
example, reach a plateau. With the four dose-toxicity relations
that we considered, we found that the trade-off strategy would
also be when the dose is maintained at a constant value for
two of the three patients studied. For the third patient, the de-
creasing strategy was found to be the best compromise; our re-
sults are patient dependent, and more patients should be
studied to identify general patterns. In particular, the dose
level is specific to each patient and, more precisely, to how
they respond to the treatment. For the two patients whose
trade-off strategy was the constant one, we found different op-
timal values of 61 and 115 ug/week. Our study considered any
potential dose between 0 and 180 ug/week. In practice, clini-
cians can inject 135 or 180 pg of IFNeu. By choosing the period
between two medication intakes, we can have a range of po-
tential doses, but some dose values would still not be clinically
relevant. Furthermore, when the frequency of IFNo injection
is low, below one every 10 days (Xu et al., 1998), the modeling
assumption that the dose input is a piecewise constant func-
tion might not be justified. It would then be worth studying
pharmacokinetic/pharmacodynamic (PK/PD) models [for a re-
view see, for example, Gabrielsson and Green (2009)].

Our mathematical approach focuses on the mutated JAK2V6*™
HSCs: how IFNu targets them and then how they expand after
the treatment interruption. The fact that HSCs cannot be ob-
served in vivo justifies using mathematical models to infer their
dynamics. Here, we combined two models: one that describes the
dynamics of mutated cells during the therapy (Mosca et al., 2021)
and one that describes the clonal expansion of the mutated cells in
the absence of IFNo (Hermange et al., 2022). We assumed that
the stochastic effect could be neglected. However, when the treat-
ment lasts for a long time, the number of mutated cells might
reach a low value, so deterministic models might not be appropri-
ate anymore. It would then be relevant to propose a stochastic
model for how IFNo would selectively target a few mutated
HSCs within a large pool of wild-type (normal) HSCs. Concerning
the wild-type HSCs, our model is based on the hypothesis that
their number stays constant, even during disease development.
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Alternative models could also be proposed, either for the effect
of the treatment (Ottesen et al., 2020; Pedersen et al., 2021) or
the clonal expansion without IFNo (Van Egeren et al., 2021,
Williams et al., 2022). In particular, the model from Pedersen
et al. (2021) and Ottesen et al. (2020) presents the advantage
of having been initially designed for calibration from VAF meas-
urements; thus, it might be more relevant for use in clinical rou-
tine. The counterpart is that they do not account for the
zygosity, which is a determinant of the response to IFNo (Mosca
et al., 2021; Tong et al., 2021). A roundabout way exists to access
information on zygosity in mature cells from a VAF measure-
ment: using the 46/1 haplotype (Hasan et al., 2014) for patients
heterozygous for this polymorphism (it would also be possible to
determine other polymorphisms as informative). Indeed, it has
been shown that generally, in the case of mitotic recombination
by which a heterozygous JAK2V%?F-mutated cell gives a homo-
zygous mutated cell, the cell will also become homozygous for
the 46/1 haplotype. Thus, measuring the VAF for this haplotype
will tell us the proportion of homozygous mutated cells. Even if
the model from Mosca et al. (2021) was not originally calibrated
from data that could be easily obtained in clinical routine, we
showed that having only two observations of the progenitor
clonal architecture would be sufficient to get accurate predic-
tions when having some prior information on the parameter
distribution. This prior knowledge came from a hierarchical
Bayesian inference when using all available information about
the heterozygous and homozygous CF dynamics in progenitor
cells (and not only two measurements of the clonal architecture)
from other patients. Still, the prediction quality is uneven de-
pending on the timing for measuring the clonal architecture.
Poor predictions also mean that our recommendations for treat-
ing the patient could not be adapted. This is why we explored
the issue of optimal experimental design: how to choose the best
timing for measuring the clonal architecture (i.e., the one lead-
ing to the most accurate inferences). Intensive in silico investiga-
tions have shown that the time for the second CF measurement
is important, but a search for any systematic was inconclusive
(Supplemental Materials F and G3). It turned out that the best
timing for a given patient might not be the best for another, pre-
venting us from finding a general pattern of when it would be
optimal to measure the CF among progenitor cells for a new pa-
tient. Thus, it might be worth adding more patients to the study.
In addition, the experimental design question could be extended
to the dates at which the VAF should be measured. We only su-
perficially addressed the issue of experimental design, which de-
serves to be studied in more detail. However, if clinicians can
easily use our model-based predictions and treatment recom-
mendations, it would be more complicated to make recommen-
dations on when they should collect patient blood samples.
Indeed, the timing for collecting patient observations is subject
to scheduling constraints over which we have no influence. It
would be difficult to impose the dates when the patient should
have an appointment with their clinicians. For that reason, we
limited ourselves to the experimental design study and only con-
sidered the question of the best timing for the second measure-
ment of the progenitor clonal architecture. Even if we could not
conclude when it would be optimal for a new patient to get that
measurement, we showed that not all choices were equal.
Finally, we demonstrated how a mathematical model calibrated
from real data could predict MPN patients’ response to IFN« and
optimize their long-term therapy. The proposed methods were de-
signed to be easily applied as a decision-support tool in clinical

routine. Our mathematical approach can be extended to study
other drugs against MPN such as ropeg-IFN«2b (Barbui et al.,
2021; Gisslinger et al., 2020; Mascarenhas et al., 2022), which is a
different pegylated IFNo from the one studied in this article, or
even its combination with ruxolitinib (Kiladjian et al., 2022). Fur-
thermore, our methods could be applied more broadly to studying
other chronic hematologic malignancies.
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Supplemental Materials and Methods

We present the data used in this work in section A, and our model in section B. Section C presents
the parameter estimation procedure that allows us to make long-term predictions of the effect of IFN«
therapy against MPN. In § C.1, we present how the hierarchical Bayesian estimation is performed, and
in § C.2, how we estimate the parameters for a new patient.

In section D, we describe how we model the expansion of the JAK2Y617F heterozygous and homozygous
mutated clones in the absence of IFNq, and then, the criterion for deciding at which age the therapy
could be interrupted.

In sections E and F, we detail the methods used for optimizing the therapy and the experimental
design, respectively.

The detail of our results is presented in section G. In § G.1, we detail the results of the prediction; in
§ G.2, those for the optimization; and in § G.3, those for the experimental design.
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A Data and observation model

The data we use in this study come from [15]. In particular, we consider the 19 JAK2V®1"F MPN
patients studied in [9]. Observations originally consisted of the clonal architecture measurements of
progenitors and the proportion of mutated alleles (VAF - Variant Allele Frequency) in mature cells.

We denote by D = {D;}ieq1,...,.n} the dataset for all N = 19 patients. For a patient 7, the data consist of
observations at different times tl(;) from the beginning of the therapy (¢ = 0). The VAF g),(cl) is measured
in peripheral blood, that is, among mature cells. Such a measurement can easily be obtained in clinical
routine. We consider that the measurements are noisy, and use the same observation model as Mosca
et al. [15]. For mature cells, it is assumed a Gaussian noise with a variance that depends on the true

VAF y,(:) € [0,1] at time t,(f):
a0 |y ~ N (y,(f), yy) (1 - y;(f)) Ufn) (A1)
with o, to be estimated.

The clonal architecture of purified CD34" progenitors is measured at different time points. To
determine this clonal architecture from a blood sample, several experimental steps are required, as
presented in [15]. Such measurements cannot be easily obtained in clinical routine, especially not

every three or four months. When measuring the clonal architecture at time t( & , we get n,(C )w " ﬁ,(c )he 4

and nk hom Of Wt (wild-type), heterozygous (het) and homozygous (hom) mutated progenitor cells,
respectlvely. From these values, we can compute the mutated heterozygous Clonal Fraction (CF):

~ (’L)
2(1) M het
k.het — ( ) NGO NG
wt T het T T hom

as well as the mutated homozygous CF:

TAL(Z)
2(1) k,hom
khom = () o) o0
k wt k,het k,hom

The uncertainty associated with the measured CF comes from the fact that only a limited number
of progenitor cells are sampled. Following what was done in Mosca et al. [15] (and also in [1]), we
consider that the observed immature cells are randomly sampled from an unknown but very large set
of immature cells so that the uncertainty might be modeled by a multinomial distribution:

_ (nl +ng + n3)' n1 no ns

o (4) o (4) o (1)
Zk,wtzk,hetzk,hom

P(n =ni,n =ng,N =ng|z z
k,hom — "Lk het — 0251 hom 3 | k,het) “k,hom 11 ng!
where 2k wt, 2k het, a1d 2k hom are the true CF for wt, het, and hom progenitor cells, respectively (with

Ziewt = 1 — 2k het — 2k, hom)-

Both the CF and the VAF are ratios whose values range between 0 and 1. The CF refers to a ratio
of mutated cells, while the VAF refers to a ratio of mutated alleles. Implicitly, the VAF and the CF
refer to mature and progenitor cells, respectively. We will explicitly specify when the VAF and the CF
refer to the HSCs.

Finally, Z(®) corresponds to the set of observation times for patient 7, and we have:

(1) ~() ) a(0) ~(1)
D( ) = (t ! kzwt’ kzhet’ nkz,hmn’ ykz >k€I('i)

Clinical and experimental data for each of the 19 JAK2V617F' MPN patients are represented in

Figures A.1 to A.19. The patients’ ids are those used by Mosca et al. [15]. In this article, we will focus
on the three patients presented in Tab. A.1. These are the patients that will be excluded from the
cohort of the 19 patients, each in turn, such that we could study for them:

e our capacity to predict their long-term responses to IFNq,



#12 | #18 | #32
Age at tg [years] | 63 57 52
Disease PV | PMF | PV

Sex F F M

Table A.1: List of the patients we focus on in this study. For each of them, we indicate their age at the beginning
of the therapy (o), their disease (PV: polycythemia vera; PMF: primary myelofibrosis), and whether they are
a female (F) or a male (M). The patients’ numbers are the same as in the article of Mosca et al. [15]. More
information about the patients can be found in their study.

e how to optimize their therapy,
e and what would have been the optimal experimental design.

Suppose we consider, for example, patient #32. When we focus on this patient, we exclude them from
the cohort. Thus, we also do not consider all of their CF measurements, but only two of them: one
at the diagnostic time and one later. We exclude the other CF observations to mimic the fact that
this patient would be observed following a realistic clinical routine. The excluded data will be used to
assess the quality of the predictions. However, when we focus on another patient, for example, patient
#12, then patient #32 is part of the cohort. In this case, we consider all the observations for patient

#32.
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Figure A.1: Longitudinal observations of patient #2. The x-axis corresponds to the time from the start of the
IFNa therapy (¢t = 0). Clinical data consist of the measurements of the VAF in mature cells (black squares),
Experimental data to the heterozygous (green circles) and homozygous (blue triangles) CF in progenitor cells.
The shaded beige areas correspond to the weekly dose of IFNa received over time. Some observations might
have been obtained before the start of the therapy.
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Figure A.2: Longitudinal observations of patient #3.
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Figure A.3: Longitudinal observations of patient #6.
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Figure A.4: Longitudinal observations of patient #8.
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Figure A.5: Longitudinal observations of patient #11.
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Figure A.6: Longitudinal observations of patient #12.

IFNa [pg/week]

IFNa [ug/week]

IFNa [pg/week]



Ratio (VAF or CF)

Ratio (VAF or CF)

Ratio (VAF or CF)

1.00

0.75

0.50

0.25

0.00

1.00

0.75

0.50

0.25

0.00

1.00

0.75

0.50

0.25

0.00

- 1180
r 1135
r 190

|}
i © my i u - 145
n " m
v v [ |
@ e g0 o ©°
L. a e}'.vv VY v. V9 @ . 9
0 500 1000 1500 2000
Time [days]
Figure A.7: Longitudinal observations of patient #15.
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Figure A.8: Longitudinal observations of patient #16.
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Figure A.9: Longitudinal observations of patient #18.

Patient #15

IFNa [pg/week]

IFNa [ug/week]

IFNa [pg/week]



Ratio (VAF or CF)

Ratio (VAF or CF)

Ratio (VAF or CF)

Patient #19

1.00 t q
0.75 |
0.50 J
0.25 r O am " a " = |
° |}
) o 0o 0 © o © © [
0.00 E Yy . v9 vyYyVY vv.vVvvwv v
0 500 1000 1500 2000
Time [days]

180

90

45

Figure A.10: Longitudinal observations of patient #19.
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Figure A.11: Longitudinal observations of patient #20.
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Figure A.12: Longitudinal observations of patient #22.
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Figure A.13: Longitudinal observations of patient #23.
Patient #25
1.00 r 1180
0.75 r 1135
0.50 | 190
- | |
0.25 r 1
= - . 45
" g ™
0.00 L Ix 5% X o " moEog L]
0 500 1000 1500
Time [days]
Figure A.14: Longitudinal observations of patient #25.
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Figure A.15: Longitudinal observations of patient #27.
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Figure A.16: Longitudinal observations of patient #29.
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Figure A.17: Longitudinal observations of patient #30.
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Figure A.18: Longitudinal observations of patient #31.

10

IFNa [pg/week]

IFNa [ug/week]

IFNa [pg/week]



Ratio (VAF or CF)

Patient #32

1.00 t q
. CF - het
"y o CF - hom
0.75 L VAF |
| |
0.50 vV 0 1
[ ] LI |
025 Y . 1
-
ve v Vg - 0
v
000L2 oo o o000 33 % X
0 500 1000 1500 2000
Time [days]

Figure A.19: Longitudinal observations of patient #32.
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B Model

The model on which we base this study was first proposed by Mosca et al. [15] to describe the dy-
namics of mutated cells over IFN« therapy and then extended in [9] to account for dose variations
during the treatment. In the original formulation from Mosca et al., three populations of cells were
considered according to whether the cells are wild-type (WT) or have the JAK2"6!7F mutation in one
(heterozygous, subscript het) or two (homozygous, subscript hom) alleles. These three populations
were assumed to be independent. If we consider one of them (Fig. 2 - main article), their cell dynam-
ics were described by the following system of ordinary differential equations (for clarity, we omit the
subscript corresponding to the population):

Ny(t) = —4Ng(t) + BN (1)

Nalt) = 10(t) + (@A ~ B)Na(1) B.1)
N, (t) = 0ifim N; (t) — 0mNm (t)

where Ny(t), No(t), N;(t), and N, (t) describe respectively the numbers of quiescent HSCs, active
HSCs, progenitors (that we also call immature cells) and mature cells. v, (t) and SN, (t) correspond
to the rate at which HSCs become respectively active or quiescent, « is the division rate of active
HSCs, A corresponds to the balance between differentiated and symmetrical division, k; and k,, are
the proliferative rates of immature and mature cells, respectively, J; is the rate constant controlling
how progenitors exit their compartment to become mature cells with a death rate d,,.

IFNa was found to act on the differentiation and quiescence exit of mutated stem cells, that is, on
parameters v and A [15]. In a previous study [9], after conducting a model selection procedure, we
found that an affine sigmoid relation can model the impact of the variations of IFNa dose d(¢) on
parameters Ajpe; and Apey, through:

1

Ahet d— —2 (1 T e—ﬁhct'd

— 0.5) . (1 + 5O,het) + 50,het (B.Q)

and equivalently for homozygous cells. The dose d(t) € [0,1] is defined as the normalized weekly
averaged IFN« quantity administrated to the patient. For normalization, we divide by 180ug/week,
considered the maximally tolerated dose - this maximum value seems to be a consensus but not the
result of any clinical trial. d(t) is a piece-wise constant input function in our model. After several
biological assumptions detailed in [15, 9], the parameters to be estimated for each patient are the
following:

® Nhet and Npom: the proportions of heterozygous and homozygous mutated HSCs, respectively, at
the beginning of the treatment,

® Yhet and Ypom: the rate constants of HSC quiescence exit during IFNa therapy,

® 00.hets 00,homs Phet A0A Ppom, which describe how parameters Aje; and Aoy, behave depending on
the IFNa dose (see eq. (B.2)). Aper and Apgp model to which extent mutated HSCs differentiate,
therefore leading to an exhaustion of the mutated stem cell pool,

® Km het = Km,hom, Which models the proliferative advantage of mutated cells at the last stages of
hematopoiesis.
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C Parameter estimation

We have the data of N = 19 JAK2V617F MPN patients, as presented in section A. We denote by D
the dataset for all 19 patients. Let us consider a patient i that we will focus on. We denote by D)
their dataset, and by D_; = D\ D@ the dataset of all patients except individual i.

C.1 Hierarchical inference

The hierarchical Bayesian inference method is detailed in our previous study [9]. We provide here the
information necessary for a good understanding of the methods.
0= = {0(3) }1<j<N it denotes the set of all patient parameters - except patient ¢ - with:

9l — (99)7... 7952))

where P = 9 is the number of parameters to estimate. We assume that all (except nper and Npom)
individual parameter vectors are realizations of the same random variable of a distribution of unknown
mean and variance:

V1 S J S N?] 7& Zka € {11 e 7P}79](fj)‘7_l§_i)7o—l§ = NNC’k (T]g_i)7o'z (_Z)> (Cl)

where the population distribution for each component is a truncated Gaussian distribution N, j over a
range that depends on the considered parameter k (see next paragraph), and (=% = (Tl(_l), e ,Tl(;l))

and o2 (=9 = (af (ﬂ-), e ,Ufp(fi)) are the hyper-parameters. The prior distributions of the hyper-

parameters T,i_l) are chosen uniform, over the same ranges as for the parameters they are associated

with. For each k, ai = follows an improper prior distribution - namely, an inverse-gamma (0,0)
law. Then, we can estimate the joint posterior distributions of (=% and hyper-parameters 7(=% and
a2 (=9 as done in [15] and detailed in [9] :

P [g(—i)ﬂ-(—i)’a? (=) ‘Dﬂ} x p [Dﬂ. 190, ... 9= gli+D)) .. gWN) (1) ;2 (—i)] %
p [9(1)’ .90 gl L g(N) (=) 52 (—i)}

(4) () () (—1) (—1) (—1) (—1)
OclngHN,j#i(p{D] |0ﬂp[0] |70, Dp[T ]p[‘72 ]

Then, we sample from the posterior distribution using a Markov Chain Monte Carlo (MCMC) method,
namely the Metropolis-Hastings within Gibbs algorithm [7, 3]. Conditionally on the hyper-parameters,
patients are independent, and their parameters can be sampled using a standard Metropolis-Hasting
scheme. The hyper-parameters are sampled using the Gibbs method, which consists of sampling from
the marginal conditional posterior distribution of the hyper-parameters. Details of the calculations
are presented in [9].

To initialize the MCMC chain, we first run an optimization algorithm - namely the CMA-ES [4, 5].
The CMA-ES is a stochastic algorithm that we use for looking at the estimator of the maximum a
posteriori. We then use this estimator for initializing the MCMC. Furthermore, the CMA-ES algorithm
also learns a covariance matrix that we choose (up to a multiplication factor) for our proposal in the
Metropolis-Hasting scheme. Model calibration was achieved by implementing the previous methods in
the Julia programming language. The framework used for parameter estimation is available at:

https://gitlab-research.centralesupelec.fr/2012hermangeg/bayesian-inference

We run our hierarchical inference method over 13 million iterations, with a burn-in length of 2 million,

until achieving convergence.
(—1

After running the estimation procedure, we have for 7, ) and oi (=) the estimate of their posterior
distribution from which we estimate the posterior mean, given the observations:
7 ) =E[r{ D)
5}3 (=) _ E[o2 (—i)mﬂ_]

These latter values will be used as prior information when considering a new patient.
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C.2 Parameter estimation for a new patient

Patient i has been excluded from the cohort of patients. This patient can therefore be considered a
new patient. As presented in section A, for them, we consider having only two observations of the
clonal architecture, similar to what could be obtained in clinical routines.

C.2.1 Prior

0 is the parameter vector of patient i:
00 — (ggw,... ,99)

For nper (and npom) which correspond to the initial quantities of heterozygous (and homozygous)
mutated HSCs compared to the number of wild-type HSCs, we consider a prior uniform over [0, 3
(unitless parameter). For the other parameters (index k), we consider a priori:

0 ~ Nok (%,5‘”7&2 (‘i)) (C.2)
N, is a truncated Gaussian distribution over a range that depends on the considered parameter :
e For parameters o ner and 0o pom, the range is [0.0,0.5] (unitless parameters),
e For pper and ppom, the range is [0,10] (unitless parameters),

e For k,,, the range is [1,20] (unitless parameter),

e For 1/9per and 1/9h0m, the range is [10,300] (in days).

C.2.2 Bayesian Inference

We denote by Iq(f ) the set of observation times before the assimilation time 7. The dataset of patient
1 used for estimating their parameters is:

Dgf) = {t.gfl)’ Ql(:) }kEI(i> U {ﬁl(clil,wt’ ﬁl(clil,heﬁ ﬁl(jil,hom} U {ﬁl(cz’),wﬂ ﬁgsl/),het’ ﬁl(cz’),hom}
T

with &’ corresponding to the index of the observation made at a time close to 300 days after treatment.
The posterior distribution is expressed by:

p[657 D) o< (DY 1657 pl657] (C3)
with p[&f,f)] the prior expressed in the previous paragraph and p[DEFi) |0¥ )} the likelihood.

First, we find the parameter vector é(Tl) which maximizes the previous posterior. ééf) is estimated
using the CMA-ES algorithm [4]. Then, we run the Metropolis-Hasting algorithm, whose proposal is

set to the covariance matrix learnt using the CMA-ES, and the initial state set to HA%) We run the
Bayesian inference method over 1 million iterations, and verify that we achieved convergence.

In the prediction part of this study, we will study the posterior distribution of 9¥)
the value of the assimilation time 7.
When studying the treatment optimization or the experimental design, we consider the assimilation

time T' = 600 days, and we will set the parameter vector to the mean posterior value E[Héf)zmo ‘Dgif):aoo]-

according to

C.2.3 Uncertainty propagation

In the prediction part of this study, we infer not only the parameter posterior distribution but also the
dynamics of the mutated cells (or, more precisely, the evolution of the VAF and the CF over time). For
this purpose, we sample from the posterior distribution some parameter vectors using a Monte-Carlo
method and propagate the uncertainty from the input parameters to the output of the model (that is,
the dynamics of the CF in each hematopoietic compartment).
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C.2.4 Estimating d;,y

In our model, the parameter Aj.; depends on the dose d € [0, 1] according to the equation (B.2):

1

Aper : d— —2 (1 T+ e—prerd

— 05) . (1 + 5O,het) + 5O,het

The same goes for Apom-

The parameter Apq: € [—1,1] corresponds to the balance between the differentiated and symmetrical
divisions of mutated HSCs. Aj¢; > 0 means that the mutated heterozygous clone continues to expand,
that is, to invade the stem cell pool. Ape; < 0 means that mutated HSCs encounter more differentiated
divisions than symmetrical ones, so the pool of mutated HSCs will be depleted.

The necessary condition for the pool of mutated heterozygous HSCs to be potentially totally eradicated
in the future is to use a dose d such that Apet(d) < 0. According to our model, Ap.; decreases with
the dose. Thus, there exists d;,f et such that:

Ahet(dinf,het) =0

Apet(d) > 0 for d < dinf het

The same goes for homozygous cells. We define d;,,; = max(din het, din f,hom) as the minimal dose
to administer to the patient such that both the homozygous and heterozygous mutated cell could be
depleted.

diny depends on parameters 6o pet, 00,hom, Phet, a0A Prom. Therefore, diy ¢ is patient-dependent.

C.2.5 Assessing the quality of the fits and predictions

For a given assimilation time T', we have estimated the model parameters (that is, their posterior
distribution) based on the observations included in the dataset D(TZ). After having propagated the
uncertainties, we get the dynamics of the VAF among mature cells and the CF among progenitors.
That is, for a given time, we get a distribution of the values of the VAF, and the heterozygous and
homozygous CF, from which we compute (and display) the median. For each clinical and experimental
data (either a CF or a VAF measurement), observed at a time ¢, we can then confront the experimental
value to the theoretical one (i.e., the median value introduced above). For a given observation time,
the distance between the experimental and the theoretical value will be the quadratic error. This error
can be computed either for a VAF measurement, or an heterozygous CF, or an homozygous CF. When
considering several observations, the reported error will then be the mean square error (MSE). First,

the MSE could be computed based on the observations from D(Ti). In that case, we asses how well the
model fits the data (used for its calibration). The MSE can also be computed based on observations

coming from the control dataset: Dgi) =D \D(Ti) (which includes all observations not used for the
model calibration). In that case, we asses how well the models gives accurate predictions.
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D Interrupting the therapy

This section considers the case when no IFN« is administered to the patient. It is the case when the
treatment has not yet started or has been interrupted.

D.1 Criterion

We aim at optimizing the therapy from a time T to a time 7; this latter time corresponds to the
end of the treatment. IFN« therapy is a long-term treatment that clinicians do not want to prolong
indefinitely due to adverse effects in most cases. We aim to find a criterion for deciding when the
therapy could be stopped. Such a criterion should be acceptable both for clinicians and patients.
Since MPNs are diseases that develop over a long time [17, 16], it is reasonable to choose to stop
treatment even before complete eradication of the mutated HSCs, if there is a good reason to believe
that the clonal development following the discontinuation of treatment is unlikely to lead to the disease
recurrence (that is, the reappearance of the symptoms) during the patient’s lifetime. In this work, we
propose to determine, according to different criteria, when one could suggest to the clinician (and the
patient) to stop the treatment.

Unless complete remission is achieved (which is difficult, if not impossible, to estimate clinically), the
patient may still have several mutated stem cells prone to revert to clonal development leading to a
recurrence of symptoms. Nevertheless, because of the slow clonal expansion, it can be considered that
if the proportion of mutated cells remains below the threshold for symptom onset during the patient’s
lifetime, this will not be a problem. Of course, one cannot know how long the patient will live. One
can make a conservative choice by choosing an age limit beyond 100 years, for example, which would
mean wanting an almost zero risk of a possible relapse of the patient. However, such a choice might not
be relevant, given the life expectancy of individuals. We thus choose to set the age limit (below which
we do not want the threshold to be reached) at 90 years. This age corresponds to the life expectancy
of 65-year-old individuals in 2030 in developed countries [11].

Concerning the threshold of onset of the disease, we had assumed in a previous study [8] that the dis-
ease could appear for a CF of heterozygous mutated HSCs (in patients having no homozygous clones)
of 15%. That is, a VAF of 7.5% in HSCs. This latter threshold is based on the study by Dupont et
al. [2].

Considering a life expectancy, at 65 years old, equal to 90 [11], we will consider interrupting the
treatment of a patient at an age 7 such that ¢, (t = 90 years) = 7.5% with:

0.5Nhet (t) + Niom (1)
Niet(t) + Noom (t) + Ny

0.5Nper (1)esret =) Ny o (7)e8hom (¢=7)
Nhet(7)esnet(t=) 4 Nipgpy (7)enom ¢=7) 4 Nyyp

ér (t) =

which corresponds to the VAF, among HSCs, at time ¢, given the quantities (or the equivalent CF) of
mutated HSCs at time 7. Ny is the number of wild-type HSCs, assumed to be constant and equal
to 10° [12]. More details about the quantities involved in the expression of ¢, (t) are presented in the
next paragraphs.

To sum up, we will choose to stop treatment at an age such that the subsequent clonal development
will not lead to a VAF of 7.5% (among HSCs) before the age of 90.

D.2 Model of the clonal expansion without IFN«

First, we consider a patient having only heterozygous JAK2V6'TF clones. We assume that the clonal
development after interruption of the treatment follows the same dynamics as before the treatment
and that this dynamic is described by the model proposed in [8]. We assume that we remain in the case
where the number of mutated cells remains sufficient for the following deterministic approximation -
derived in [8] - to be valid: ) )

Niet(£) = No pet exp (snet (t — to)) (D.1)
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where the fitness of the heterozygous clone was estimated to be equal to spe = 20.4%/year. Here,
Nhet(t) = Na’het(t) + ]\qu’het(t) corresponds to the total number of heterozygous HSCs (active and
quiescent). Equation (D.1) is valid during the MPN development in the absence of IFNa therapy.
We use the tilde symbol 6 to denote a variable which dynamics is studied when the patient is not
under treatment (that is, either before the start of the treatment, of after the patient has definitively
interrupted the therapy).

A sufficient condition for the validity of the deterministic approximation was shown to be No,het =
2,000, but this latter choice was conservative in the sense that, even for lower values of NO,heh the
approximation error was low [8].

Now, we consider the more general case of a patient having both heterozygous and homozygous
clones that can develop in parallel. In that case, the heterozygous CF among HSCs is defined by:

N (t)
Niet(t) + Niom (t) + Ny
_ ~ Nq,het(t) + Na7het(t)~ (D.2)
Ny het(t) + Nahet (t) + Ny hom (t) + Nahom () + Nwr

CFhet (t) ==

And the VAF among HSCs:

VAF(t) _ 0.5 Nhet(t) + Nhom(t) (D 3)
Nhet(t) + Nhom(t) + NWT '

In all this study, we consider that the number of the WT HSCs is constant and equal to Ny = 10° [12].
In particular, we do not assume that, during the clonal expansion, mutated cells might replace WT cells.
On the contrary, we consider that mutated HSCs expand in parallel to the WT, potentially conquering
other hematopoietic niches [6], such that the number of WT (normal) HSCs remains constant. To note
that the hypothesis of a constant number of WT HSCs during a clonal expansion of mutated HSCs was
also done by Michor et al. [14] when studying the dynamics of chronic myeloid leukemia. We assume
that the expansion of the malignant homozygous mutated cells will follow the same dynamics as the
heterozygous one: R R

Nhom (t) = N07hom exp (Shom(t - tO)) (D4)

with a fitness spom higher than for the heterozygous case [17]. We estimate the value of the homozygous
fitness in the next section.
Then, we get the expression of the VAF among HSC over time ¢t > t(, given the values at time tg:

0.5 Niet(to)esnett=t0) 4 Ny, (tg)eSnom (t=t0)

VAF(t) = — ~
O Ralto)eme o) T Rpgm(to)eron ) + Nyrg

(D.5)

D.3 Estimating the fitness of the JAK2V%'™" homozygous clone
D.3.1 Approach

To describe the clonal expansion without IFNa, we use the model we previously studied in [8]. From our
previous work, we also estimated the fitness of the heterozygous clone to be equal to sper = 20.4% /year.
However, the study was not conducted for patients with homozygous clones, so we do not have an
estimation of Spom. We expect to have Spom > Shet [17]. We consider that:

Shom = ﬁ Shet

with 8 > 1. To estimate spom (or, equivalently, 5), we will use the data from Williams et al. [17]
(Fig. D.1). In their study, they had some patients with heterozygous mutated clones and some others
with homozygous mutated clones. Using a model they calibrated based on the whole genome sequencing
of progenitor cells and the subsequent construction of phylogenetic trees, they inferred the fitness S;
of mutated JAK2VOI™" clones for different patients (index 7). From their study, we can get their
estimated S; per for 1 < i < nper and S pom for 1 < @ < npopy, with nper and npon, the number
of heterozygous and homozygous patients they studied, respectively. If we note Spe; the median
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Data from Williams et al.
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Figure D.1: Data from Williams et al. [17]. From their article, we extracted the mean value of their so-called
S parameter, which corresponds to the fitness of a mutated clone. We display the value of S according to
whether it refers to a JAK2Y5'" heterozygous clone or a homozygous one. There is a trend to have higher
fitness in the homozygous condition (p = 0.1535 with a Mann-Whitney test [13]).

heterozygous fitness and S‘ham the median homozygous fitness, we could compute 5 = S'hom / Shet,
and, in a naive approach, set 3 = /. Yet, this first estimation of 3 would be too approximate since
their model differs significantly from ours. Indeed, Williams et al. assume the HSC pool to be of
constant size, and, therefore, that mutated cells take the place of WT cells during their expansion.
On the contrary, we assume in our model that we have a constant number of WT cells and that the
mutated cells expand without replacing the former. To circumvent the difficulty related to the fact
that our models are different, we will try to find a relation f : Shet; — Speti such that sper; is
consistent with the fitness used in our model. Then, we could find a better estimation for 8 using:

g o S Bret) (D.6)

f(‘ghom)

D.3.2 Finding the relation f: Spe.; — Spet

Here, we will approximate a relation that links the so-called ”fitness of clone” S of Williams et al. [17]
to our fitness s. In this paragraph, we consider the case of heterozygous mutated cells and omit the
subscript het for clarity. In Williams et al.’s model, the number of mutated cells N(¢) follows the

differential equation:
dN N(t)
=N 1-— D.
i =N (1- 37 (0.7)

S =exp(ag) — 1

and they define:

where ¢ is the selective advantage (in their paper, they note it actually s but, to avoid the confusion
with our fitness parameter, we note it ¢), « corresponds to a division rate as in [8], and Ny, is the
total size of the HSC pool (WT and mutated) assumed to be constant. In our case, on the contrary,
we have Nioy = Ny + N(t) with N(t) the number of mutated cells. In our model, if we differentiate
equation (D.1), we get:

AN
= s N (D.8)

By equalizing equations (D.7) and (D.8), we get:

s = log(1+ 5) (1—N(t)>

Ntot
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If we assume that the CF among HSCs N (t)/N,; is approximately equal to the one among progenitors
n (that is, the CF that can be measured by Williams et al.), we get:

s~ log(1l+S)(1—n(t)) (D.9)

If we integrate the previous equation from the acquisition time to the sampling time, and assume a
linear clonal expansion (which we acknowledge is a rough approximation), we get:

s ~ log(1 + S) (1 - Z) = £(S) (D.10)

with 7] the CF among progenitor cells measured at the observation time.

D.3.3 Results

For each individual ¢ from the cohort of Williams et al. [17], we have their estimate S; and we can
estimate the progenitor CF 7}; at sampling time by counting the numbers of mutated and WT individual
colonies at the tips of the phylogenetic tree branches. Below, we report the values from Williams et
al. that we use for this analysis. The data for the patients having heterozygous but no (or negligible)
homozygous clones are the following:

e PD6646: S = 119 % /year (clade JAK2, DNMT3A) - 77 = 56.7%
e PD5179: S = 116 %/year (clade JAK2, 1q+, 9q-, 9+) - 7 = 96.7%

e PD6629: S ~ 66 %/year (clade DNMT3A, JAK2, TET2, and clade DNMT3A, JAK2) - ) =
43.8%

e PD7271: S = 73 %/year (clade JAK2) - 7§ = 21.6%

e PD9478: S = 71 % /year (clade JAK2, DNMT3A) - /7 = 89.5%
e PD5163: S = 45 % /year (clade JAK2) - /) = 8.6%

e PD5117: S = 18 %/year (clade JAK2) - 7 = 55.7%

For patient PD6629, Williams et al. have two estimations of S according to the considered clade (S
= 90 %/year for the clade DNMT3A, JAK2, TET2, and S = 41 for the clade DNMT3A, JAK2), we

consider the mean value.

For patients having homozygous clones but no (or negligible) heterozygous ones, the data are the
following:

e PD4781: S=114%/year (clade TET2, JAK2, 9pUPD, Tp-, Tp+) - /) = 97.44%
e PD5847: S = 122.5 % /year (clade TET2, JAK2, 9pUPD and clade JAK2, 9pUPD) - = 80.2%
e PD5182: S = 132 %/year (clade 9pUPD, JAK?2) - 7} = 34.38%

For patient PD5847, Williams et al. have two estimations of S according to the considered clade (S =
187 % /year for the clade TET2, JAK2, 9pUPD, and S = 58 for the clade JAK2, 9pUPD), we consider
the mean value.

From the previous values and using eq. (D.10), we can compute a fitness s; = f(.5;) for each patient
i from Williams et al. [17]. Results are displayed in figure D.2.
Then, we estimate our parameter S by computing the ratio between the median of the s values for
homozygous patients (Spom = 47.9 %/year), and the median of the s values for the heterozygous
patients (8per = 39.6 % /year). We find 5 = 1.21.
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Figure D.2: Estimation of a fitness value s for each patient from Williams et al. [17] using eq. (D.10).

E Optimizing the therapy

E.1 Grid search of the optimal parameters

For a given patient, we estimated their parameter vector 8 as presented in § C.2.2, here with the
assimilation time 7" = 600 days. The parameter vector entirely describes the patient’s response to the
treatment, for any potential dose d(t) € [0,1] over time ¢t. We consider three therapeutic strategies
(index s), as presented in §2.3.2 in the main text:

e s = 1 corresponding to the constant strategy,
e s = 2 corresponding to the periodic strategy,
e s = 3 corresponding to the decreasing strategy (see also § E.3).
We note X € R? the parameter vector of dimension 3 associated with the strategy:
X = (d,L,\)

As we have defined it - and without any constraints on parameters L and A - the constant strategy
would be a special case of both the decreasing and periodic strategies. The constant strategy is the
limiting case of the decreasing strategy when A\ = 1, and the limiting case of the periodic strategy for
L — +00. In practice, given that we study times on the scale of human life, +00 could be replaced
by any high enough time value so that we would still have X € R3.

The choice of X entirely characterizes which dose would be administered to the patient for ¢ > T, if
the treatment were not interrupted. That is:

R3 x [T, 4] — [0,1]

ds : ‘ (X)) s dy(t)

Then, the values of @ and X entirely characterize the response to the treatment for any time ¢t > T.
In particular, we infer the dynamics of the VAF among HSCs. By applying the criterion presented in
§ D, we can estimate the time 7 when the treatment could be interrupted. To note that, to apply this
criterion, we also need to know the age of the patient at the beginning of their therapy (see Tab. A.1).
The interruption time is thus a function:

R® — [T, +o0|

Te
X — T

We omit to precise that 7 also depends on the patient’s parameter vector (and their age) since these
latter values are supposed to be known, and because they do not come into play in the optimization

problem we study here.

We consider four scenarios of dose-toxicity (index x) as presented in §2.3.3 in the main text:
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e r =1 corresponding to the linear relation,

e x = 2 corresponding to the convex relation,

e x = 3 corresponding to the concave relation,

e 1z = 4 corresponding top the composite relation (see also § E.4).
We define the toxicity as a function of the dose:

0,1] — R*
d +— z(d)

Zp

Finally, we define the toxicity-related amount of IFNa administered from 7T to the end of the therapy:

RZ — Rt
M, : 7s(X) E.1
X — [ z(di(X,t) dt (E-1)
T

Our optimization problem to solve is to find the parameter vector X which minimizes the function
M, for a given dose-toxicity scenario z.
First, we can split the problem according to the therapeutic strategy s. For a given therapeutic strategy
s, we denote by S, C R? the set of the authorized values, and we will look for:

X*

87

» = argmin M, (X) (E.2)
XeSs

X3 . corresponds to the optimal parameter vector of strategy s, for the dose-toxicity scenario .
Previously, we stated that the constant strategy would be a special case of the decreasing or periodic
ones if there were no constraints on the parameters. Thus, we impose to have S;()S; = 0 for 1 <
i < j < 3. We consider S, as a discrete set of values rather than a continuous subspace of R3, so the
optimization problem to solve will consist of looking at all potential values X € S to find the one
which minimizes M, (X). We refer to this procedure as ”grid search”. It would have been feasible to
solve the optimization problem numerically even if S5 were continuous. Considering S as a discrete
set of values will be convenient for looking for a trade-off strategy, as explained in the next section.
Moreover, the parameter vector X characterizes a therapeutic strategy; it would not be relevant to
explore all potential values since the clinician could not apply exactly the dose strategy as we would
recommend it. For example, it would not make sense for the clinician to have a precision of the day
for the period L, or a precision of 1ug/week (i.e., 1/180 for the normalized dose) for the choice of the
dose d. We consider the following potential values:

d = (ding,ding +0.02,djn s + 0.04,- -+ ,0.98,1.0)

L = (30,60, - ,24 x 30)
A = (0.05,0.1,- - ,0.90,0.95)

To note that, already with the choice of d, we consider more values than can be used in clinical routine.
diny is specific to the patient, that is, a function of 8, as presented in § C.2.4. The period L is in days.
We have S3 = d x L x X\, S2 = d x L x {1.0}, and S; = d x {+o0} x {1.0}. For this latter, the
singlet {400} could be replaced by any high enough value, for example, a time length that exceeds
the maximal possible lifetime.

Once we have found the parameter vector which minimizes M, for a given dose-toxicity scenario x
and a given therapeutics strategy s, we can also look for the best strategy over the three considered.
That is, we look for the following:

X = argmin M,(X) (E.3)
XesS
where S = S1JS2US;5. The corresponding optimal strategy index s is such that X} € S,.
In this section, we only wanted to minimize the toxicity-related amount of IFN« given the dose-toxicity
scenario . When this latter is not known in advance, we have to search for a trade-off strategy.
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E.2 Trade-off strategy

The best strategy for one dose-toxicity scenario is unlikely to be the best one for another scenario.
Without prior knowledge of how IFNa toxicity increases with the dose, we must look for a compromise.
Values of the toxicity-related amount of IFN¢, as given by (E.1), are not comparable for two different
toxicity relations. We consider S the set of all possible values for X, over the three therapeutic
strategies we consider. We denote by |S| € N its cardinal, that is, the number of all potential values.
Each value X; € S, for 1 <4 < |S], can be sorted according to the value M, (X;), for a given 1 < x < 4.
We note n,(X) the rank, with n, = 1 being the best rank, and ¢,(X) = n,(X)/|S| € [0,1] (also
expressed in % when presenting the results). We note ¢(X) = max, (¢(X)). Then, finding the

trade-off strategy is equivalent to finding;:

X* = argmin ¢(X) (E4)
Xes

E.3 Note about the decreasing strategy

The decreasing strategy is formulated in the article by:

[ d for t € [T, T + L,
d(t) = { M(t— L) forte [T+ L] (E.5)
This is a recursive formulation. An other way to express it without self-referring is as follows:
d(t) =d- X" for t € [T, 7]
with n(t) = |2 ] (where |2] gives the integer part of z).
E.4 Note about the composite dose-toxicity relation
The composite dose-toxicity is defined in the article as followed:
5V5 5 1
z(d)=——vd—-0.11 +—=—1 E.6
(d) 9 de[0.1,0.55) WVl d del0.55,1] (E.6)

Here, we will detail the construction of this relation, and particularly the choice of the numerical values
involved in that relation.
The composite relation is a more complex relation than the linear, convex, or concave ones, with:

e first, a low threshold dj,,, under which there is no toxicity: z(d) =0 for d < djow,

e second, a steep increase leading to a plateau like level, when a second threshold d,,), is reached. We
choose to model this increase by a relation close to our concave relation, that is, z(d) < v/d — djow
for d € [djow, dup| (ensuring the continuity of the function for d = djo,, With 2(djow) = 0),

e and finally, an increase of the toxicity towards an infinite value at the maximal considered dose
dmaz = 1. Several functions could have been chosen to model this behavior. In addition to
reaching an infinite value for d = d,qq, We also want the normalization fol z(d) dd = 1. Such
normalization requires to be able to integrate a function which diverges at a finite value. For that
reason, a usual choice of function would be to consider that z(d) o L = for d € [dup, dmaz)-

Vdmaz—d
Then, the choice for the composite relation would be:
0 ifde [07 dlow[
2(d) =4 Cyan e A€ [diow, dul

G M ifd e [dupa dimaa]

dmac—

with (1, (2, diow and dy, to be determined (dyqy = 1). Previous equation already accounts for two
conditions : 1) continuity at d = djy, and 2) divergence at d = dypaz-
In addition to both conditions, we want: 3) continuity at d = d,,p, that is:

G=0G:=(¢ (E.7)
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4) continuity of the derivative at d = d,;, which leads to:

1 o
2(dup - dlow) 2(1 - dup)

that is:

dup = 0.5(1 + dioy) (E.8)
and finally, 5) normalization:

1
/ (d) dd = 1 (E.9)
0

We have:

/Olz(d) dd/odlw 2(d) dd+/ddupz(d) dd+/dl 2(d) dd

low up

C /dwdlow /1dup 1
=04 ——— Vd dd + ¢\/1—d, — dd
\V dup - dlow 0 P 0 \/g

2y — diow)*? 4 20(1 — duy)

BN et
= <§(dup — diow) +2(1 — dup))

The previous conditions are not sufficient to allow determining a value of each our parameters; there
is still one degree of liberty left. We choose to set djo, = 0.1 (corresponding to 18 ug/week).

Then, from eq. (E.8) , we get dy, = 0.55 (that is, dyp — diow = 0.45 =1 — d,p).

Finally, fol z(d) dd = 0.45¢ (% + 2) = g( so that ¢ = % according to condition (E.9).

Using these numerical values, the composite dose-toxicity can be written as:

0 if d € [0,0.1]
2d) =4 5\ %Gy ifde0.1,0.55]
3. /929 if d e [0.55,1]

or equivalently, z(d) can be given by eq. (E.G).
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F Estimating the best timing for measuring the clonal archi-
tecture

Our recommendations must be based on accurate estimations of the individual model parameters for
validity. The clinician might play an active role not only in the prescription of the IFNa dose and
the monitoring of the hematological response but also in the choice of the dates at which the clonal
architecture of progenitor cells is measured. Indeed, by default, we chose to consider that the second
measurement (the first one being at the start of the therapy) of the CF among immature cells is
obtained about 300 days after the start of the therapy. This choice is consistent with another study
exploring the effect of combining IFN« with ruxolitinib on MPN patients, where the clonal architecture
could only be measured twice, and the second time-point was chosen about 300 days after the start of
the therapy [10]. In this part, we want to explore the relevance of this choice.

To this end, we will conduct a study based on a synthetic dataset derived from the three patients #18,
12, and 32, for whom we estimated the model parameters.

For a given patient i, we estimated their parameter vector 8(® as presented in § C.2.2, here with
the assimilation time 7" = 600 days. We assume these values to be the true ones. The parameter
vector entirely describes the patient’s response to the treatment for any potential dose d(t) € [0, 1]
over time t. We simulate, from the model and the value for 8(*), the response to the treatment for
t € [0,600] and the dose d(t) received by the considered patient. We get the simulated dynamics of
the VAF yge (t) and the heterozygous zgy pe.(t) and homozygous gy jom(t) CF over time t. We
call the latter values the true ones (or the theoretical ones). We will try to retrieve these values using
our inference method. In particular, we will explore the influence of the choice of the time point T,y
of the second observed CF. For that purpose, we simulate synthetic datasets (Fig. F.1-i).

For the considered patient , the (clinical) VAF was measured at different time points: {t,(f)} ©
keI’TL=600
We consider then the simulated values of the VAF yge) (t,(;)) for k € I:(FZ):GOO. From these latter,
we generate noisy VAF measurements g),(j) using eq. (A.1) (pseudo-observations). Then, we build the
following synthetic datasets, according to the choice of the time T,ps € {1, ...,600}, which corresponds

to the time when the second (pseudo-)observation of the clonal architecture would be made (Fig. F.1-ii):
DY = {f;(;), gy }kel(” U {20 1e6(0), 20 1om (0)} | {20 pet (Tobs): 206> om (Tobs) }
T =600

We conduct 600 parameter estimation procedures (Fig. F.1-iii), one for each D%)bs’ 1 < Ty < 600,
to estimate the parameter vector B(T?bs for which the posterior density function is maximal. For each

Tobs € {1,...,600}, we estimate the parameter é%.)bs which maximizes the posterior:

pl6%) DY) o p[DY) |05 1 p[6%) | (F.1)

Tobs Tobs

with p[&f,i)bs] the prior expressed in § C.2.1.
Since the optimization problem has to be repeated 600 times for each patient, we solve numerically
with an efficient algorithm, namely the CMA-ES (Covariance Matrix Adaptation - Evolution Strategy)

algorithm [4, 5]. é’-gfo)bs is estimated numerically using the CMA-ES algorithm. From our model and

the value of GA,_(lf)b , we get the inferred dynamics of the heterozygous z4c) (t) and homozygous
obs Tob

Jhet
Za() hom(t) CF, that we can confront to the theoretical ones, that is, to the target ones obtained by
Tobs’
simulation (Fig. F.1-iv). For that purpose, we define the following prediction error:

T=600
€(Tops) = / |Zg”§f) ,het(t) - ZG(i),het(t)| + |Zé;f) ,hom(t) - Ze(i),hom(t” dt
obs obs
0
600
~ Z |Zg<Ti> ,het(k) - Ze<i),het(k)| + |Zg<Ti> ,hom(k) - Ze<i>,hom(k)| (F.2)
k=1 obs obs

Then, we search for the (pseudo-)observation time 77, . which minimizes the previous error:
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* p—
Tobs -

argmin  €(Tops) (F.3)
1<T5ps <600

From this study, we could then discuss whether there would be some choices that are better than
others (and consistent among the three patients we consider), to deduce the best timing for the second
measurement of clonal architecture.
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Figure F.1: Illustration of the experimental design method. We consider that we know the true parameter vector
for a given patient, that is, the parameter vector 6. First, we simulate data (i), consisting of VAF measurements,
as well as daily observations of the clonal architecture (pseudo-observations). Note that we simulate as many
VAF pseudo-observations as we actually have for the patient and at the same observation times. For clarity,
we do not represent all the data points for the CF. We consider different potential pseudo datasets for the
parameter estimation procedure; these peudo-datasets are built with all VAF pseudo-observations and only two
pseudo-observations of the CF (ii). The pseudo-datasets differ according to the choice of the second pseudo-
observation time T, of the CF, here t; vs t2. For each pseudo-dataset, we infer the model parameters, and,
thus, the cell dynamics over IFN« (iii). Then, we compare the error between the inferred CF dynamics and
the true one (iv).
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G Detailed results

Our study is organized into three parts, and so are our results. In § G.1, we present the results of the
prediction, in § G.2 how the therapy could be optimized, and in § G.3 how to choose the best timing
for measuring the clonal architecture. We present the results separately for patients #12, 18, and 32.

G.1 Prediction
G.1.1 Patient #12

We exclude patient #12 from the cohort of the 19 JAK2V6!7F patients. For the 18 remaining patients,
we run a hierarchical Bayesian estimation, as presented in § C.1. For patient #12, we will estimate
their parameters, as presented in § C.2, for different assimilation times 7. According to the values of
T, a different number of VAF measurements are used for the estimation:

e 5 VAF measurements for 7' = 300 days,
e 7 VAF measurements for 7' = 600 days,
e and 10 VAF measurements for T'= 1,000 days.

In all cases, two measurements of the CF among progenitors are considered, the first at ¢ = 0 and the
second at t = 287 days.

The posterior distributions of the parameters are presented in Fig. G.2, and the results of the
predictions are presented in Fig. G.1. The MSE are presented in Tab. G.1. Note that, for ¢ > 1,000
days, we do not have measurements of the VAF anymore, so we can not compute the prediction error
MSEYAF,

pred

We get a good agreement between the observed and predicted VAF values already for T' = 300
days, but we underestimate the values of the homozygous CF. The credibility intervals are large for
T = 300 days and decrease for T'= 600 and T = 1,000 days.

When looking at the posterior distributions, we can see the impact of the prior knowledge learned
from the cohort: the posterior distributions - in particular those of parameters related to heterozygous
cells (Yhets 00,hets Phet) - are close to the prior distributions, especially for T = 300. For npe: and npom,
the prior is chosen uniform and, thus, does not come from the cohort. For ¢ pom and pem, their
posteriors for T' = 300 differ from the prior, and we can see how increasing T updates the posteriors.
Adding more VAF measurements also seems to impact the estimation of ppom; the more data, the less
variance we have for the posterior.

However, most of the information comes from the observations before T' = 300 (and from the prior): the
posterior we obtain with 7" = 600 or 1,000 does not differ much from the one we get with 7' = 300. The
reason is that, when increasing T', we only add VAF measurements but no additional observations of
the CF among progenitors. In general, the posterior distributions of patient #12 are close to the prior,
suggesting that their response to the therapy does not deviate too large from those obtained for the 18

T = 300 T = 600 T = 1000
Y [ o | p® | DY [ ¥ | p® | D | DV | pW
VAF | 0.0031 | 0.0011 | 0.0021 | 0.0016 | 0.0015 | 0.0015 | 0.0011 | NA | 0.001
het CF_| 0.0087 | 0.0061 | 0.0067 | 0.0108 | 0.0080 | 0.0086 | 0.0111 | 0.0083 | 0.0089
hom CF | 0.0257 | 0.0377 | 0.0353 | 0.0282 | 0.0417 | 0.0390 | 0.0208 | 0.0442 | 0.0414
Al | 0.0375 | 0.0449 | 0.0440 | 0.0406 | 0.0512 | 0.0491 | 0.0420 | NA | 0.0514

Table G.1: Results for patient # 12. Values of the MSE computed for different assimilation times 7" (300,
600, or 1000 days), different types of measurements (VAF among mature cells, heterozygous or homozygous
CF among progenitors, or all together), and different observations: either from the control dataset (Dﬁi)),
the one used for the model calibration (D¥)), or the whole dataset (D). For t > 1,000 days, we do not
have measurements of the VAF, so we can not compute the prediction error and displays NA (Not applicable)
instead.
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remaining patients in the cohort. However, we can also see that there is not a good agreement between
the observed and inferred homozygous CF at t = 287, suggesting that the dynamics of the VAF would
agree with what could be expected for the other patients but not the dynamic of the CF. More broadly,
when looking at the residuals, we observe systematic deviations for the heterozygous (overestimation)
and homozygous (underestimation) values (most of them being not used for estimating the model
parameters). This is in line with the previous comment suggesting that the observed dynamics among
progenitor cells for patient # 12 might differ from what would be expected a priori. For more reliable
predictions concerning the heterozygous and homozygous CF dynamics, more than two measurements
of the heterozygous and homozygous CF should be considered when fitting the model.
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Figure G.1: Data assimilation results for patient #12. From left to right, the assimilation times are T' = 300,
600, and 1,000 days (vertical dash line). At the top, we present the predicted dynamics. In black, the
VAF (median value and 95% credibility interval), and respectively in green and blue, the CF (medians) of
heterozygous and homozygous mutated progenitors. The squares, circles, and triangles correspond to the
clinical/experimental data, either used to calibrate the model (dark colors), or to control the quality of the
predictions (light colors - control dataset). In brown, we represent the IFNa dose variations over treatment
(in pg/week).

Second line, we compare the inferred values (median values, in the y-axis) with those observed (in the x-axis)
for both the control data set and the one used for the model calibration. The error bars correspond to the
95% credibility intervals. At the bottom, we display the residuals (inferred values minus the observed ones)
(y-axis) according to the inferred values (x-axis).
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Figure G.2: Posterior distributions (pdf - in purple) of all parameters, for patient #12, according to the
assimilation time 7T'. In grey on the left, we display the prior distribution (that is, the one obtained from the
hierarchical inference based on the 18 remaining patients). For parameters nne: and npom, which refer to the
initial conditions, we choose a non-informative uniform prior. Otherwise, the prior comes from the hierarchical
Bayesian estimation made with the data of the 18 remaining patients. The horizontal dark line represents the
mean value.
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G.1.2 Patient #18

We exclude patient #18 from the cohort of the 19 JAK2V617F patients. For the 18 remaining patients,
we run a hierarchical Bayesian estimation, as presented in § C.1. For patient #18, we will estimate
their parameters, as presented in § C.2, for different assimilation times T'. According to the values of
T, a different number of VAF measurements are used for the estimation:

e 4 VAF measurements for 7' = 300 days,
e 8 VAF measurements for 7' = 600 days,
e and 11 VAF measurements for 7" = 1,000 days.

In all cases, two measurements of the CF among progenitors are considered, the first at t = 0 and the
second at t = 248 days.

The parameter posterior distributions are presented in Fig. G.4 and the results of the predictions
are presented in Fig. G.3. The MSE are presented in Tab. G.2.
The results for patient #18 were detailed in §3.1 in the main text. In general, we can see a good
agreement between the inferred and observed values, both for the VAF and the heterozygous and
homozygous CF. We did not observe systematic deviations concerning the observations used for the
model calibration. However, we tend to underestimate (for 7 = 600 or T = 1000) the predicted
values of the homozygous CF when overestimating those of the heterozygous CF, such that there is a
compensation leading to a good estimation of the VAF.
For this patient, it is interesting to see how the posterior distribution of some parameters (8o, nom, 00,hets
Phom, Yhom) 1s updated when adding more and more data (i.e., when increasing the assimilation time
T) when for other parameters, the posterior stays close from the prior (K., Yret). In particular, the
posterior of dg pom largely deviates from the prior, already when 7" = 300, and even more for higher 7.
It is also interesting to observe that the posterior distributions of 7¢; and 7,0, - parameters associated
with the initial quantities of heterozygous and homozygous mutated cells - remain unchanged when
increasing the assimilation time.

T =300 T =600 T = 1000
VAF 0.0068 | 0.0066 | 0.0067 | 0.0040 | 0.0006 | 0.0026 | 0.0026 | 0.0005 | 0.0021
het CF | 0.0002 | 0.0047 | 0.0041 | 0.0016 | 0.0085 | 0.0076 | 0.0027 | 0.0163 | 0.0145
hom CF | 0.0086 | 0.0065 | 0.0068 | 0.0046 | 0.0045 | 0.0045 | 0.0034 | 0.0062 | 0.0058
All 0.0155 | 0.0177 | 0.0175 | 0.0102 | 0.0136 | 0.0147 | 0.0087 | 0.0231 | 0.0225

Table G.2: Results for patient # 18. Values of the MSE computed for different assimilation times 7" (300,
600, or 1000 days), different types of measurements (VAF among mature cells, heterozygous or homozygous
CF among progenitors, or all together), and different observations: either from the control dataset (Dﬁi)), the
one used for the model calibration (Déf)), or the whole dataset (D).
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Figure G.3: Data assimilation results for patient #18. From left to right, the assimilation times are T' = 300,
600, and 1,000 days (vertical dash line). At the top, we present the predicted dynamics. In black, the
VAF (median value and 95% credibility interval), and respectively in green and blue, the CF (medians) of
heterozygous and homozygous mutated progenitors. The squares, circles, and triangles correspond to the
experimental/clinical data, either used to calibrate the model (dark colors), or to control the quality of the
predictions (light colors - control dataset). In brown, we represent the IFNa dose variations over treatment
(in pg/week).

Second line, we compare the inferred values (median values, in the y-axis) with those observed (in the x-axis)
for both the control data set and the one used for the model calibration. The error bars correspond to the
95% credibility intervals. At the bottom, we display the residuals (inferred values minus the observed ones)
(y-axis) according to the inferred values (x-axis).
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Figure G.4: Posterior distributions (pdf - in purple) of all parameters, for patient #18, according to the
assimilation time 7. In grey on the left, we display the prior distribution. For parameters npe: and Nhom,
which refer to the initial conditions, we choose a non-informative uniform prior. Otherwise, the prior comes
from the hierarchical Bayesian estimation made with the data of the 18 remaining patients. The horizontal
dark line represents the mean value.
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G.1.3 Patient #32

We exclude patient #32 from the cohort of the 19 JAK2V617F patients. For the 18 remaining patients,
we run a hierarchical Bayesian estimation, as presented in § C.1. For patient #32, we will estimate
their parameters, as presented in § C.2, for different assimilation times T'. According to the values of
T, a different number of VAF measurements are used for the estimation:

e 3 VAF measurements for 7' = 300 days,
e 5 VAF measurements for 7' = 600 days,
e and 8 VAF measurements for 7' = 1,000 days.

In all cases, two measurements of the CF among progenitors are considered, the first at t = 0 and the
second at t = 235 days.

The results of the predictions are presented in Fig. G.5. The MSE are presented in Tab. G.3.
For T = 600, we get poor predictions. Therefore, we study the impact of the choice of another time
point for measuring the clonal architecture among progenitors. The results, presented in the next
paragraph, show that the poor predictions we get for 7' = 600 can be explained by the choice of
the CF used for inferring the dynamics. In other words, the time point for measuring the clonal
architecture matters.

T =300 T =600 T = 1000
VAF 0.0164 | 0.0217 | 0.0205 | 0.0049 | 0.2500 | 0.1557 | 0.0065 | 0.0235 | 0.0130
het CF | 0.0022 | 0.0010 | 0.0012 | 0.0033 | 0.0007 | 0.0011 | 0.0012 | 0.0010 | 0.0010
hom CF | 0.0073 | 0.0060 | 0.0062 | 0.0006 | 0.0862 | 0.0730 | 0.0015 | 0.0073 | 0.0064
All 0.0164 | 0.0287 | 0.0279 | 0.0088 | 0.3370 | 0.2299 | 0.0065 | 0.0318 | 0.0205

Table G.3: Results for patient # 32. Values of the MSE computed for different assimilation times 7" (300,
600, or 1000 days), different types of measurements (VAF among mature cells, heterozygous or homozygous
CF among progenitors, or all together), and different observations: either from the control dataset (Dgi)), the
one used for the model calibration (Dgf)), or the whole dataset (D).
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Figure G.5: Data assimilation results for patient #32. From left to right, the assimilation times are T' = 300,
600, and 1,000 days (vertical dash line). At the top, we present the predicted dynamics. In black, the
VAF (median value and 95% credibility interval), and respectively in green and blue, the CF (medians) of
heterozygous and homozygous mutated progenitors. The squares, circles, and triangles correspond to the
clinical/experimental data, either used to calibrate the model (dark colors), or to control the quality of the
predictions (light colors - control dataset). In brown, we represent the IFNa dose variations over treatment
(in pg/week).

Second line, we compare the inferred values (median values, in the y-axis) with those observed (in the x-axis)
for both the control data set and the one used for the model calibration. The error bars correspond to the
95% credibility intervals. At the bottom, we display the residuals (inferred values minus the observed ones)
(y-axis) according to the inferred values (x-axis).

G.1.4 Patient #32 when choosing another time point for measuring the clonal architec-
ture

As we saw in the previous paragraph, the predictions were not good for patient #32 for T'= 600 and a
CF measured at t = 235 days. If we run the same computation, but instead of choosing the second CF
observation at ¢ = 235 days, we consider the one at ¢ = 508 days, we obtain the results presented in
Fig. G.6. The predictions for ' = 600 are much better (Tab. G.4), illustrating the importance of the
choice of the time point for measuring the clonal architecture. No systematic deviations are observed.
When looking at the posterior distributions (Fig. G.7), we can observe that the posterior distribu-
tions of the parameters related to heterozygous mutated cells do not deviate from the prior, which
is explained by the fact that patient #32 has almost no heterozygous cells. There is especially one
parameter - namely ppom - Whose posterior distribution is updated when increasing the number of
VAF measurements.
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pY | o | p& | PP [ p | p®
VAF | 0.0133 | 0.0075 | 0.0097 | 0.0071 | 0.0161 | 0.0106
het CE_| 0.0006 | 0.0010 | 0.0009 | 0.0004 | 0.0011 | 0.0010
Lom CF | 0.0063 | 0.0038 | 0.0042 | 0.0051 | 0.0038 | 0.0040
Al [ 0.0201 | 0.0123 | 0.0148 | 0.0126 | 0.0210 | 0.0156

Table G.4: Results for patient # 32, when considering a measurement of the clonal architecture at t = 0
and ¢t = 508 (Therefore, we do not present the results for T = 300). Values of the MSE computed for
different assimilation times T (600 or 1000 days), different types of measurements (VAF among mature cells,
heterozygous or homozygous CF among progenitors, or all together), and different observations: either from
the control dataset (Dgi)), the one used for the model calibration (Dgf)), or the whole dataset (D®).
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Figure G.6: Data assimilation results for patient #32, when considering a measurement of the clonal architec-
ture at t = 0 and ¢ = 508 (Therefore, we do not display the results for 7 = 300). On the left, we have T' = 600,
and on the right, 7' = 1,000. At the top, we present the predicted dynamics. In black, the VAF (median
value and 95% credibility interval), and respectively in green and blue, the CF (medians) of heterozygous and
homozygous mutated progenitors. The squares, circles, and triangles correspond to the clinical /experimental
data, either used to calibrate the model (dark colors), or to control the quality of the predictions (light colors
- control dataset). In brown, we represent the IFN« dose variations over treatment (in pg/week).

Second line, we compare the inferred values (median values, in the y-axis) with those observed (in the x-axis)
for both the control data set and the one used for the model calibration. The error bars correspond to the
95% credibility intervals. At the bottom, we display the residuals (inferred values minus the observed ones)
(y-axis) according to the inferred values (x-axis).
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Figure G.7: Posterior distributions (pdf - in purple) of all parameters, for patient #32, according to the
assimilation time 7. Here, we consider that the CF is measured at ¢ = 0 and ¢ = 508 (instead of 235). In
grey on the left, we display the prior distribution. For parameters npe: and Mnom, which refer to the initial
conditions, we choose a non-informative uniform prior. Otherwise, the prior comes from the hierarchical
Bayesian estimation made with the data of the 18 remaining patients. The horizontal dark line represents the
mean value.
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G.1.5 Synthesis

This section summarises the results we get for patients #12, 18, and 32. In Tab. G.5, we display the
predicted error based on the VAF values (MSEZ@j ). In Tab. G.6, we present the estimated parameter
vector (mean posterior value) for the assimilation time 7' = 600. These are the values used when
studying the treatment optimization (section G.2) and the experimental design (section G.3). The pa-
rameter k,, is similar for each of our three patients. It might suggest that the proliferative advantage of
the JAK2V1TF mutated cells at the last stages of hematopoiesis is a property of the mutated cell and
not patient-dependent. 7pe; and 7Mpom correspond to the estimated initial quantities of heterozygous
and homozygous mutated HSCs compared to the quantities of WT HSCs. Patient #18 initially has
far more mutated cells than the two others, which explains why patient #18 is diagnosed with a PMF,
a more advanced disease than PV. The values of 1/, do not much differ between the three patients,
and actually, do not differ much from the prior (that is, from the population distribution), suggesting
that the effect of IFNa on the quiescence exit of mutated HSCs does not differ much between patients.
For homozygous mutated HSCs, on the contrary, the value of 1/, differs according to the patient,
with a trend to have lower values (that is, higher rate of quiescence exit) when there are more mutated
HSCs (but three patients is too few to have a statistical significance). Overall, patients # 12 and #18,
who have few heterozygous mutated cells, have similar estimated parameter values when associated
with heterozygous mutated cells. This is explained by the fact that, for them, the posterior distribu-
tions of the parameter associated with the heterozygosity will not differ much from the prior. Patient
# 18 will have their heterozygous mutated HSCs slightly less targeted than the two other patients
(according to the estimated value for ppe;). However, on the other hand, their homozygous mutated
cells will be targeted more efficiently (since patient # 18 has a lower value for o pom and a higher
value for ppom, compared to the two others). Here again, the potential difference between patient #18
vs patients #12 and 32 might lie in the difference at the beginning of the therapy, that is, a much
higher mutated heterozygous and homozygous CF before the start of the treatment.

To sum up, differences between the estimated model parameters could be, of course, explained by an
inter-individual heterogeneity, but also by the fact that the patients have different prognostic when
they start the therapy, with patient # 18 having the most severe one (PMF) associated with a high
proportion of both heterozygous and homozygous mutated cells.

T #12 | #18 | #32 | #32 (bis)
300 | 0.0011 | 0.0066 | 0.0217 NR
600 | 0.0015 | 0.0006 | 0.2500 | 0.0075

1,000 | NR | 0.0005 | 0.0235 | 0.0161

Table G.5: Results of the prediction error MSEX;:g. NR means Not Relevant. #32 (bis) corresponds to the
dataset of patient #32 when choosing the second observation for the CF at ¢ = 508 > 300.

We also explored the relevance of our observation model - presented in eq. (A.1) - with a QQ-plot
in Fig. G.8 or with the residual plots presented at the bottom of Fig. G.1, G.3, G.5, and G.6. However,
these results suggest that the assumption of Gaussian distributed errors might not be totally relevant,
and other choices could be more appropriate. It should also be recalled that the dynamic model
used to describe the on-treatment dynamics of JAK2V6!7F patients is necessarily a simplification of
reality. Consequently, the model could also introduce some biases, explaining why the residuals are
not randomly distributed around zero in Fig. G.1, G.3, G.5, and G.6.
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Figure G.8: QQ-plot showing to which extent the assumption of Gaussian distributed errors, as expressed by

equation (A.1), holds for the VAF observations (when used to estimate the model parameters). According to
equation (A.1), g}}ci) | y,(f) ~N (y,(f),y,ii) (1 — y,(:)) Ufn), that is, M (y-axis) should be distributed
. y,(?(l*y,(;))

according to a standard Gaussian law (x-axis). Here, g},(f) corresponds to the VAF observed at time tgf) for
individual ¢, when y,(:) corresponds to the theoretical value (median values obtained after propagating the
uncertainties from the posterior distribution of the parameters to the model output - computations made with
the assimilation time 7' = 1,000 days). The values used for computing the QQ-plot are associated with the
VAF measurements obtained before T = 1,000 days of treatment for patient #12 (orange circles), #18 (black),
and #32 (blue).

The QQ-plot differs from what would be ideally expected if the errors were truly distributed according to
eq. (A.1) and if the model was the real one. Our model is necessarily a simplification of reality; it is not
excluded that it has some bias and might not be totally suitable to describe the clinical data. However, if not
perfect, the considered model resulted from a model selection procedure performed in [9] and therefore turned
out to be the most appropriate given a large set of (217) potential models. More likely, the assumption of
Gaussian distributed errors, as we initially introduced it in [15], might not be verified, and it would be relevant
to explore if some noise models were more suitable.
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Parameter #12 #18 #32 (bis) Baseline (WT)
K 6.97 6.96 7.22 1.0
Nhom 0.14 1.83 0.36 -
1/Yhom 113.0 61.58 80.4 300.0
30, hom 0.19 0.07 0.35 0.0
Thet 0.16 2.14 0.11 5
1/ Vhet 171.8 144.8 178.6 300.0
00, het 0.18 0.17 0.16 0.0
Phom 3.47 4.55 1.55 0.0
Phet 3.5 2.18 3.26 0.0

’ ding | 0.093 (17pg/week) | 0.138 (25ug/week) | 0.345 (62ug/week) | - ‘

Table G.6: Estimated (mean posterior value) parameter vectors for patient #12, 18, and 32, when the assim-
ilation time is T' = 600. For patient #32, we present the results when considering a measurement of the CF
at time ¢t = 508 > 300. In addition, we present the estimated minimal IFNa dose dins (see § C.2.4). The last
column gives an indication of the values we would have for WT cells, or more broadly, for cell populations
which, even if mutated, would not have a proliferative advantage compared to WT cells, neither be targeted
by IFNa.

G.2 Optimization

For the optimization part of this study, we consider having observed the patient (either patient #12,
18, or 32) before T' = 600 days. We estimated their parameter vector from the observations before
that time, as reported in Tab. G.6. In this section, we aim to optimize the therapy from time 7" = 600
days.

G.2.1 Patient #12

We consider T' = 600 days. Using the observations of patient #12 before that time (7 VAF observa-
tions, two clonal architectures: the first at t = 0, the second at ¢ = 287 days) and the prior knowledge
obtained from the 18 remaining patients, we estimated the posterior distribution of the model param-
eters previously.

We now consider that the actual parameter vector is the one having been estimated (see Tab. G.6)
and study how different dose strategies impact the response to the treatment after 7' = 600 days.
With the estimated parameter vector, the minimal dose - under which the treatment would not target
sufficiently the mutated HSCs, resulting in a relapse - is estimated to be equal to d;,y = 0.093, that is,
17pg/week. We consider different scenarios for how drug toxicity increases as a function of the dose,
as presented in § 2.3.3 in the main text.

For each scenario, we study our three therapeutic strategies - presented in §2.3.2 in the main text - for
which we find the parameters (e.g., the choice of the dose d) that minimize the value of M (7). This
latter value corresponds to the toxicity-related amount of IFN« administered from T to the time 7,
this latter being the time when the therapy could be interrupted (section D). We can compare the
three therapeutic strategies for a given drug-toxicity relation and select the one with the best (i.e., the
lowest) value for M (7). Results are presented in Fig. G.9. It turns out that the constant strategy is
found to be the most optimal for the linear and the concave scenario. For the convex scenario, the pa-
rameter vectors which minimize M (1) for the periodic and the decreasing strategies are such that the
three optimal strategies are almost the same. For the composite relation, d;,s = 0.093 < djoy := 0.1,
diow being the threshold below which we consider there is no toxicity (see E.4). Thus, it turns out in
that case that each therapeutic strategy can be optimized to avoid administrating a dose above the
value of dj4., such that we end up with a zero value for M (7). Under the hypothesis of the composite
dose-toxicity relation, all optimal therapeutic strategies are close to the constant one. Thus, the con-
stant strategy can also here be considered the most optimal.

For patient #12, the trade-off would be to treat them with a decreasing dose, starting at 1" = 600

days with d = 86ug/week, a decreasing factor A = 0.45, and a period L = 16 months, until the
treatment could be interrupted, here at age 77. This trade-off strategy would be:
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e in the top 22 percent if the dose-toxicity relation were linear,
e in the top 46 percent if the dose-toxicity relation were convex,
e in the top 46 percent if the dose-toxicity relation were concave,

e and in the top 47 percent if the dose-toxicity relation were composite.

G.2.2 Patient #18

Using the observations of patient #18 before T' = 600 (8 VAF observations, two clonal architectures:
the first at ¢ = 0, the second at ¢ = 248 days) and the prior knowledge obtained from the 18 remaining
patients, we previously estimated the posterior distribution of the model parameters.

We now consider that the actual parameter vector is the estimated one (see Tab. G.6) and study how
different dose strategies impact the response of the treatment after T = 600 days. With the estimated
parameter vector, the minimal dose is estimated to be equal to d;,y = 0.138, that is, 25ug/week.
The constant strategy is found to be the most optimal for each of the four scenarios of dose-toxicity
we study (Fig. G.10).

For patient #18, the trade-off would be to treat them with a constant dose of 61ug/week, until the
treatment could be interrupted, here at age 72. This trade-off strategy would be:

e in the top 0.09 percent if the dose-toxicity relation were linear,
e in the top 6.6 percent if the dose-toxicity relation were convex,
e in the top 7.5 percent if the dose-toxicity relation were concave,

e and in the top 3.9 percent if the dose-toxicity were composite.

G.2.3 Patient #32

The results related to patient #32 have been detailed in the main text (§3.2). Results are also displayed
here in Fig. G.11.
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Figure G.9: Results of the treatment optimization for patient #12. Four hypothetical relationships between
IFN« toxicity and the dose are studied: linear (at the top), convex (second line), concave (third line), and
composite (at the bottom). For each of them, three therapeutic strategies - constant on the left, periodic on the
middle, and decreasing on the right - are optimized to minimize M (7) (denoted by M on the figures), which is
the toxicity-related amount of IFNa administered from 7' (vertical dashed line) to the treatment interruption
time 7 (when the weekly dose of interferon - represented in beige - drops to zero). The dynamics of the VAF
among mature cells (black line), the heterozygous CF among progenitors (green line), the homozygous CF
among progenitors (blue line), and the VAF among HSCs (red dotted line) will differ for ¢ > T according to
how the doses vary (depending on the considered therapeutic strategy and its parameter values). After the
treatment interruption, only the dynamics of the VAF among HSCs is computed (and displayed), according to
equation (D.3). All graphs are displayed until 90 years old, the age above which the VAF among HSCs should
not exceed 7.5%, as explained in section D. M values are only comparable for a given dose-toxicity relation;
the lower, the better.

If the actual dose-toxicity relation were linear, the constant strategy would be optimal for d = 36ug/week (with
the associated age of treatment interruption 7 = 72 years and an optimal value of M () = 1101), the periodic
strategy would be optimal for d = 43ug/week and L = 3 months, and the decreasing one for d = 40ug/week,
L = 20 months, and A = 0.95. Among these three strategies, the constant one is the best.

If the actual dose-toxicity relation were convex, the constant strategy would be optimal for d = 18ug/week,
the periodic strategy would be optimal for d = 18ug/week and L = 3 months, and the decreasing one for
d = 18ug/week, L = 3 months, and A\ = 0.95.

If the actual dose-toxicity relation were concave, the constant strategy would be optimal for d = 79ug/week,
the periodic strategy would be optimal for d = 90ug/week and L = 22 months, and the decreasing one for
d = 83ug/week, L = 18 months, and A = 0.95. Among these three strategies, the constant and decreasing ones
are both the best.

If the actual dose-toxicity were composite, with a low threshold dj,., = 0.1 below which zero toxicity is assumed,
then each strategy for which the dose is maintained below this threshold would lead to a zero value for M (7).
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Figure G.10: Results of the treatment optimization for patient #18. Four hypothetical relationships between
IFN« toxicity and the dose are studied: linear (at the top), convex (second line), concave (third line), and
composite (at the bottom). For each of them, three therapeutic strategies - constant on the left, periodic on the
middle, and decreasing on the right - are optimized to minimize M (7) (denoted by M on the figures), which is
the toxicity-related amount of IFNa administered from T' (vertical dashed line) to the treatment interruption
time 7 (when the weekly dose of interferon - represented in beige - drops to zero). The dynamics of the VAF
among mature cells (black line), the heterozygous CF among progenitors (green line), the homozygous CF
among progenitors (blue line), and the VAF among HSCs (red dotted line) will differ for ¢ > T according to
how the doses vary (depending on the considered therapeutic strategy and its parameter values). After the
treatment interruption, only the dynamics of the VAF among HSCs is computed (and displayed), according to
equation (D.3). All graphs are displayed until 90 years old, the age above which the VAF among HSCs should
not exceed 7.5%, as explained in section D. M values are only comparable for a given dose-toxicity relation;
the lower, the better.

If the actual dose-toxicity relation were linear, the constant strategy would be optimal for d = 54ug/week (with
the associated age of treatment interruption 7 = 73 years and an optimal value of M (7) = 3191), the periodic
strategy would be optimal for d = 65ug/week and L = 3 months, and the decreasing one for d = 65ug/week,
L = 2 years, and A = 0.95. Among these three strategies, the constant one is the best.

If the actual dose-toxicity relation were convex, the constant strategy would be optimal for d = 32ug/week,
the periodic strategy would be optimal for d = 36ug/week and L = 3 months, and the decreasing one for
d = 43ug/week, L = 19 months, and X = 0.95.

If the actual dose-toxicity relation were concave, the constant strategy would be optimal for d = 122ug/week,
the periodic strategy would be optimal for d = 157ug/week and L = 3 months, and the decreasing one for
d = 137ug/week, L = 2 years, and A\ = 0.95. Among these three strategies, the constant one is the best.

If the actual dose-toxicity relation were composite, the constant strategy would be optimal for d = 100ug/week,
the periodic strategy would be optimal for d = 104ug/week and L = 3 months, and the decreasing one for

d = 108ug/week, L = 2 years, and A = 0.95. Among these three strategies, the constant one is the best.
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Figure G.11: Results of the treatment optimization for patient #32. Four hypothetical relationships between
IFNa toxicity and the dose are studied: linear (at the top), convex (second line), concave (third line), and
composite (at the bottom). For each of them, three therapeutic strategies - constant on the left, periodic on the
middle, and decreasing on the right - are optimized to minimize M (7) (denoted by M on the figures), which is
the toxicity-related amount of IFNa administered from T' (vertical dashed line) to the treatment interruption
time 7 (when the weekly dose of interferon - represented in beige - drops to zero). The dynamics of the VAF
among mature cells (black line), the heterozygous CF among progenitors (green line), the homozygous CF
among progenitors (blue line), and the VAF among HSCs (red dotted line) will differ for ¢ > T according to
how the doses vary (depending on the considered therapeutic strategy and its parameter values). After the
treatment interruption, only the dynamics of the VAF among HSCs is computed (and displayed), according
to equation (D.3). All graphs are displayed until 90 years old, the age above which the VAF among HSCs
should not exceed 7.5%, as explained in §D. M values are only comparable for a given dose-toxicity relation;
the lower, the better.

If the actual dose-toxicity relation were linear, the constant strategy would be optimal for d = 135ug/week
(with the associated age of treatment interruption 7 = 61 years and an optimal value of M (7) = 3764), the
periodic strategy would be optimal for d = 153ug/week and L = 22 months, and the decreasing one for
d = 144pug/week, L = 2 years, and A = 0.95. Among these three strategies, the constant one is the best.

If the actual dose-toxicity relation were convex, the constant strategy would be optimal for d = 86ug/week,
the periodic strategy would be optimal for d = 90ug/week and L = 23 months, and the decreasing one for
d = 100ug/week, L = 2 years, and A = 0.95. Among these three strategies, the constant one is the best.

If the actual dose-toxicity relation were concave, the constant strategy would be optimal for d = 180ug/week,
the periodic strategy would be optimal for d = 180ug/week and L = 20 months, and the decreasing one for
d = 180ug/week, L = 2 years, and A\ = 0.95. Among these three strategies, the constant one is the best.

If the actual dose-toxicity relation were composite, the constant strategy would be optimal for d = 126ug/week,
the periodic strategy would be optimal for d = 137ug/week and L = 2 years, and the decreasing one for
d = 133ug/week, L = 2 years, and A\ = 0.95. Among these three strategies, the constant one is the best.
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G.3 Experimental Design

Our capacity to recommend good therapeutic strategies to clinicians depends on our capacity to cor-
rectly infer the model parameters of new patients, from only minimal observations. We showed in
section G.1 that two observations of the clonal architecture and several VAF measurements before
600 days were sufficient to get accurate predictions. But we also illustrated with patient #32 that
the quality of the predictions could highly depend on when the clonal architecture is measured (Sec-
tion G.1.4). In this section, we aim to investigate whether the choice of the timing for measuring
the heterozygous and homozygous CF could be rationalized. We apply the method we described in
section F, and present first the results we get for patient #12, then the results for patients #18 and #32.

We consider T' = 600 days. Using the clinical observations of patient #12 before that time (7

VAF observations, two clonal architectures: one at ¢t = 0, the second one at ¢ = 287) and the prior
knowledge obtained from the 18 remaining patients, we estimated the posterior distribution of the
model parameters and showed that we could make good predictions (section G.1.1).
We now consider that the actual parameter vector is the one having been estimated (mean of the
posterior distribution). From it, we get the theoretical dynamics of the VAF and the heterozygous
and homozygous CF over [0, 600] days (solid lines on the top of Fig. G.12). We simulate 600 different
synthetic datasets Dr,,_ . All of them have in common 7 VAF values (pseudo-observations) - obtained
from the theoretical values by adding some noise - and the CF (pseudo-observation) at the initial time.
All of them differ in the time point Tpps of the second CF (pseudo-observation). For each value of
Tops € {1,2,---,600}, we estimate the parameter vector that maximizes the posterior density function,
and infer the associated CF dynamics. We can then evaluate the error between the estimated and the
theoretical CF dynamics, and find for which Typs the error is minimal. Results for patient #12 are
presented in Fig. G.12. For them, we find that the pseudo-observation time that would result in the
most accurate parameter estimation is T,5s = 100 days, that is, about three months after the start of
the therapy. This observation time corresponds to when the theoretical VAF and CF for patient #12
are maximal over [0,600], and also when there is a dose increase. However, when applying the same
methods with patients #18 and #32, we find that it would be better to observe the clonal architecture
later, at 476 days after the start of the therapy for patient #18 (Fig. G.13), when, for patient #32, the
error between the theoretical and inferred CF is continuously decreasing when increasing the pseudo-
observation time (Fig. G.14. ) We are therefore unable to identify a common trend from the study of
these three patients and only show that there would be better timings than others, which would be
potentially patient-dependent.
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Figure G.12: Optimal experimental design for patient #12. From the theoretical VAF dynamics (solid black
line) of patient #12, we simulate noisy VAF pseudo-observations (black square). From the theoretical dynamics
of the heterozygous (solid green line) and homozygous (solid blue line), we consider that we observe (pseudo-
observations) the CF at the initial time and also at an additional observation time T,s. In the bottom (purple
line), we show the error between the theoretical and the inferred CF (L1-norm) according to the choice of Tops.
We see that the error would be minimal for T,,s = 100. On the top, the dashed lines correspond to the inferred
dynamics when the synthetic dataset includes the CF pseudo-observation at T,5s = 100 days.
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Figure G.13: Optimal experimental design for patient #18. From the theoretical VAF dynamics (solid black
line) of patient #18, we simulate noisy VAF pseudo-observations (black square). From the theoretical dynamics
of the heterozygous (solid green line) and homozygous (solid blue line), we consider that we observe the CF
(pseudo-observations) at the initial time and also at an additional observation time T,ps. In the bottom (purple
line), we show the error between the theoretical and the inferred CF (L1-norm) according to the choice of Tops.
We see that the error would be minimal for T,ps = 476. On the top, the dashed lines correspond to the inferred
dynamics when the simulated dataset includes the CF pseudo-observation at T,ps = 476 days.
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Patient #32
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Figure G.14: Optimal experimental design for patient #32. From the theoretical VAF dynamics (solid black
line) of patient #32, we simulate noisy VAF pseudo-observations (black square). From the theoretical dynamics
of the heterozygous (solid green line) and homozygous (solid blue line), we consider that we observe (pseudo-
observations) the CF at the initial time and also at an additional observation time T,s. In the bottom (purple
line), we show the error between the theoretical and the inferred CF (L1-norm) according to the choice of Tops.
We see that the error continuously decreases with Tpps. On the top, the dashed lines correspond to the inferred
dynamics when the simulated dataset includes the CF pseudo-observation at T,5s = 600 days.
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